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Abstract: We prove that the real four-dimensional Euclidean noncommutative φ4-
model is renormalisable to all orders in perturbation theory. Compared with the
commutative case, the bare action of relevant and marginal couplings contains nec-
essarily an additional term: an harmonic oscillator potential for the free scalar field
action. This entails a modified dispersion relation for the free theory, which be-
comes important at large distances (UV/IR-entanglement). The renormalisation
proof relies on flow equations for the expansion coefficients of the effective action
with respect to scalar fields written in the matrix base of the noncommutative R4.
The renormalisation flow depends on the topology of ribbon graphs and on the
asymptotic and local behaviour of the propagator governed by orthogonal Meixner
polynomials.

1. Introduction

Noncommutative φ4-theory is widely believed to be not renormalisable in four di-
mensions. To underline the belief one usually draws the non-planar one-loop two-
point function resulting from the noncommutative φ4-action. The corresponding in-
tegral is finite, but behaves ∼ (θp)−2 for small momenta p of the two-point function.
The finiteness is important, because the p-dependence of the non-planar graph has
no counterpart in the original φ4-action, and thus (if divergent) cannot be absorbed
by multiplicative renormalisation. However, if we insert the non-planar graph de-
clared as finite as a subgraph into a bigger graph, one easily builds examples (with
an arbitrary number of external legs) where the ∼ p−2 behaviour leads to non-
integrable integrals at small inner momenta. This is the so-called UV/IR-mixing
problem [1].

The heuristic argumentation can be made exact: Using a sophisticated mathe-
matical machinery, Chepelev and Roiban have proven a power-counting theorem [2,
3] which relates the power-counting degree of divergence to the topology of ribbon
graphs. The rough summary of the power-counting theorem is that noncommutative
field theories with quadratic divergences become meaningless beyond a certain loop
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order1. For example, in the real noncommutative φ4-model there exist three-loop
graphs which cannot be integrated.

In this paper we prove that the real noncommutative φ4-model is renormalisable
to all orders. At first sight, this seems to be a grave contradiction. However, we
do not say that the famous papers [1,2,3] are wrong. In fact, we reconfirm their
results, it is only that we take their message serious. The message of the UV/IR-
entanglement is that

noncommutativity relevant at very short distances modifies the physics of the
model at very large distances.

At large distances we have approximately a free theory. Thus, we have to alter the
free theory, whereas the quasi-local φ4-interaction could hopefully be left unchanged.

But how to modify the free action? We found the distinguished modification in
the course of a long refinement process of our method. But knowing the result, it
can be made plausible. It was pointed out by Langmann and Szabo [4] that the
⋆-product interaction is invariant under a duality transformation between positions
and momenta,

φ̂(p) ↔ π2
√

| det θ|φ(x) , pµ ↔ x̃µ := 2(θ−1)µνxν , (1.1)

where φ̂(pa) =
∫

d4xa e(−1)aipa,µxµ
a φ(xa). Using the definition of the ⋆-product given

in (2.1) and the reality φ(x) = φ(x) one obtains

Sint =

∫

d4x
λ

4!
(φ ⋆ φ ⋆ φ ⋆ φ)(x)

=

∫

(

4
∏

a=1

d4xa

)

φ(x1)φ(x2)φ(x3)φ(x4) V (x1, x2, x3, x4)

=

∫

(

4
∏

a=1

d4pa

(2π)4

)

φ̂(p1)φ̂(p2)φ̂(p3)φ̂(p4) V̂ (p1, p2, p3, p4) , (1.2)

with

V̂ (p1, p2, p3, p4) =
λ

4!
(2π)4δ4(p1−p2−p3+p4) cos

(

1
2θµν(p1,µp2,ν + p3,µp4,ν)

)

,

V (x1, x2, x3, x4) =
λ

4!

1

π4 det θ
δ4(x1−x2+x3−x4) cos

(

2(θ−1)µν(xµ
1xν

2 + xµ
3xν

4)
)

.

(1.3)

Passing to quantum field theory, V (x1, x2, x3, x4) and V̂ (p1, p2, p3, p4) become the
Feynman rules for the vertices in position space and momentum space, respectively.
Multiplicative renormalisability of the four-point function requires that its divergent
part has to be self-dual, too. This requires an appropriate Feynman rule for the
propagator. Building now two-point functions with these Feynman rules, it is very
plausible that if the two-point function is divergent in momentum space, also the
duality-transformed two-point function will be divergent. That divergence has to be
absorbed in a multiplicative renormalisation of the initial action.

However, the usual free scalar field action is not invariant under that duality
transformation and therefore cannot absorb the expected divergence in the two-
point function. In order to cure this problem we have to extend the free scalar field
action by a harmonic oscillator potential:

Sfree =

∫

d4x
(1

2
(∂µφ) ⋆ (∂µφ) +

Ω2

2
(x̃µφ) ⋆ (x̃µφ) +

µ2
0

2
φ ⋆ φ

)

(x) , (1.4)

1 There exist proposals to resum the perturbation series, see [3], but there is no complete proof
that this is consistent to all orders.
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The action Sfree + Sint according to (1.4) and (1.2) is now preserved by duality
transformation, up to rescaling. From the previous considerations we can expect
that also the renormalisation flow preserves that action Sfree + Sint. We prove in
this paper that this is indeed the case. Thus, the duality-covariance of the action
Sfree + Sint implements precisely the UV/IR-entanglement.

Of course, we cannot treat the quantum field theory associated with the action
(1.4) in momentum space. Fortunately, there is a matrix representation of the non-
commutative RD, where the ⋆-product becomes a simple product of infinite matrices
and where the duality between positions and momenta is manifest. The matrix rep-
resentation plays an important rôle in the proof that the noncommutative RD is a
spectral triple [5]. It is also crucial for the exact solution of quantum field theories
on noncommutative phase space [6,7,8].

Coincidently, the matrix base is also required for another reason. In the tradi-
tional Feynman graph approach, the value of the integral associated to non-planar
graphs is not unique, because one exchanges the order of integrations in integrals
which are not absolutely convergent. To avoid this problem one should use a renor-
malisation scheme where the various limiting processes are better controlled. The
preferred method is the use of flow equations. The idea goes back to Wilson [9].
It was then used by Polchinski [10] to give a very efficient renormalisability proof
for commutative φ4-theory. Several improvements have been suggested in [11]. Ap-
plying Polchinski’s method to the noncommutative φ4-model there is, however, a
serious problem in momentum space. We have to guarantee that planar graphs only
appear in the distinguished interaction coefficients for which we fix the boundary
condition at the renormalisation scale ΛR. Non-planar graphs have phase factors
which involve inner momenta. Polchinski’s method consists in taking norms of the
interaction coefficients, and these norms ignore possible phase factors. Thus, we
would find that boundary conditions for non-planar graphs at ΛR are required.
Since there is an infinite number of different non-planar structures, the model is not
renormalisable in this way. A more careful examination of the phase factors is also
not possible, because the cut-off integrals prevent the Gaußian integration required
for the parametric integral representation [2,3].

As we show in this paper, the bare action Sfree + Sint according to (1.4) and
(1.2) corresponds to a quantum field theory which is renormalisable to all orders.
Together with the duality argument, this is now the conclusive indication that the
usual noncommutative φ4-action (with Ω = 0) has to be dismissed in favour of the
duality-covariant action of (1.4) and (1.2).

Our proof is very technical. We do not claim that it is the most efficient one.
However, it was for us, for the time being, the only possible way. We encountered
several “miracles” without which the proof had failed. The first is that the propaga-
tor is complicated but numerically accessible. We had thus convinced ourselves that
the propagator has such an asymptotic behaviour that all non-planar graphs and
all graphs with N > 4 external legs are irrelevant according to our general power-
counting theorem for dynamical matrix models [12]. However, this still leaves an
infinite number of planar two- or four-point functions which would be relevant or
marginal according to [12]. In the first versions of [12] we had, therefore, to propose
some consistency relations in order to get a meaningful theory.

Miraculously, all this is not necessary. We have further found numerically that
the propagator has some universal locality properties suggesting that the infinite
number of relevant / marginal planar two- or four-point functions can be decom-
posed into four relevant / marginal base interactions and an irrelevant remainder.
Of course, there must exist a reason for such a coincidence, and the reason are or-
thogonal polynomials. In our case, it means that the kinetic matrix corresponding
to the free action (1.4) written in the matrix base of the noncommutative RD is di-
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agonalised by orthogonal Meixner polynomials [13]2 Now, having a closed solution
for the free theory in the preferred base of the interaction, the desired local and
asymptotic behaviour of the propagator can be derived.

We stress, however, that some of the corresponding estimations of Section 3.4
are, so far, verified numerically only. There is no doubt that the estimations are
correct, but for the purists we have to formulate our result as follows: The quantum
field theory corresponding to the action (1.4) and (1.2) is renormalisable to all
orders provided that the estimations given in Section 3.4 hold. Already this weaker
result is a considerable progress, because the elimination of the last possible doubt
amounts to estimate a single integral. This estimation will be performed in [17]. The
method, further motivation and an outlook to constructive applications are already
presented in [18].

Finally, let us recall that the noncommutative φ4-theory in two dimensions is
different. We also need the harmonic oscillator potential of (1.4) in all intermediate
steps of the renormalisation proof, but at the end it can be switched off with the
removal of the cut-off [14]. This is in agreement with the common belief that the
UV/IR-mixing problem can be cured in models with only logarithmic divergences.

1.1. Strategy of the proof. As the renormalisation proof is long and technical, we
list here the most important steps and the main ideas. A flow chart of these steps
is presented in Fig. 1. A more detailed introduction is given in [19].

The first step is to rewrite the φ4-action (1.4)+(1.2) in the harmonic oscillator
base of the Moyal plane, see (2.5) and (2.6). The free theory is solved by the prop-
agator (2.7), which we compute in Appendix A using Meixner polynomials in an
essential way. The propagator is represented by a finite sum which enables a fast
numerical evaluation. Unfortunately, we can offer analytic estimations only in a few
special cases.

The propagator is so complicated that a direct calculation of Feynman graphs
is not practicable. Therefore, we employ the renormalisation method based on flow
equations [10,11] which we have previously adapted to non-local (dynamical) matrix
models [12]. The modification K[Λ] of the weights of the matrix indices in the
kinetic term is undone in the partition function by a careful adaptation of effective
action L[φ, Λ], which is described by the matrix Polchinski equation (3.1). For a
modification given by a cut-off function K[Λ], renormalisation of the model amounts
to prove that the matrix Polchinski equation (3.5) admits a regular solution which
depends on a finite number of initial data.

In a perturbative expansion, the matrix Polchinski equation is solved by ribbon
graphs drawn on Riemann surfaces. The existence of a regular solution follows from
the general power-counting theorem proven in [12] together with the numerical de-
termination of the propagator asymptotics in Appendix C. However, the general
proof involved an infinite number of initial conditions, which is physically not ac-
ceptable. Therefore, the challenge is to prove the reduction to a finite number of
initial data for the renormalisation flow.

The answer is the integration procedure given in Definition 1, Sec. 3.2, which
entails mixed boundary conditions for certain planar two- and four-point functions.
The idea is to introduce four types of reference graphs with vanishing external in-
dices and to split the integration of the Polchinski equation for the distinguished

2 In our renormalisation proof [14] of the two-dimensional noncommutative φ4-model we had
originally termed these polynomials “deformed Laguerre polynomials”, which we had only con-
structed via its recursion relation. The closed formula was not known to us. Thus, we are especially
grateful to Stefan Schraml who provided us first with [15], from which we got the information that
we were using Meixner polynomials, and then with the encyclopaedia [16] of orthogonal polyno-
mials, which was the key to complete the renormalisation proof.
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propagator (2.7)
derived in App. A.2

initial interaction (3.3)

Polchinski equation (3.1)
derived in [12]

integration procedure
Def. 1 numerical bounds

App. C

composite propagators
Sec. 3.3, App. B.1

Power-counting behaviour
of interaction coefficients, Prop. 2

general power-counting theorem
for non-local matrix models
proven in [12]

Λ0-dependence of
interaction coefficients (4.4)

differential equations
– for Λ0-varied funcions (4.17)
– for auxiliary functions (4.16)

Power-counting behaviour
– of auxiliary functions, Prop. 3
– of Λ0-varied functions, Prop. 4

Convergence Theorem, Thm. 5
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Fig. 1. Relations between the main steps of the proof. The central results are the power-counting
behaviour of Proposition 2 and the convergence theorem (Theorem 5). Note that the numerical
estimations for the propagator influence the entire chain of the proof.

two- and four-point graphs into an integration of the difference to the reference
graphs and a different integration of the reference graphs themselves. The differ-
ence between original graph and reference graph is further reduced to differences of
propagators, which we call “composite propagators”. See Sec. 3.3.

The proof of the power-countung estimations for the interaction coefficients
(Proposition 2 in Sec. 3.5) requires the following extensions of the general case
treated in [12]:

– We have to prove that graphs where the index jumps along the trajectory between
incoming and outgoing indices are suppressed. This leaves 1PI planar four-point
functions with constant index along the trajectory and 1PI planar two point
functions with in total at most two index jumps along the trajectories as the
only graphs which are marginal or relevant.

– For these types of graphs we have to prove that the leading relevant/marginal
contribution is captured by reference graphs with vanishing external indices,
whereas the difference to the reference graphs is irrelevant. This is the discrete
analogue of the BPHZ Taylor subtraction of the expansion coefficients to lowest-
order in the external momenta.
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Thus, Proposition 2 provides bounds for the interaction coefficients for the effec-
tive action at a scale Λ ∈ [ΛR, Λ0]. Here, ΛR is the renormalisation scale where the
four reference graphs are normalised, and Λ0 is the initial scale for the integration
which has to be sent to ∞ in order to scale away possible initial conditions for the
irrelevant functions. The estimations of Proposition 2 are actually independent of
Λ0 so that the limit Λ0 → ∞ can be taken. This already ensures the renormalisa-
tion of the model. However, one would also like to know whether the interaction
coefficients converge in the limit Λ0 → ∞ and if so, with which rate. That analysis
is performed in Section 4 which culminates in Theorem 5, confirming convergence
with a rate Λ−2

0 .

2. The duality-covariant noncommutative φ4-action in the matrix base

The noncommutative R4 is defined as the algebra R4
θ which as a vector space is

given by the space S(R4) of (complex-valued) Schwartz class functions of rapid
decay, equipped with the multiplication rule [20]

(a ⋆ b)(x) =

∫

d4k

(2π)4

∫

d4y a(x+1
2θ·k) b(x+y) eik·y , (2.1)

(θ·k)µ = θµνkν , k·y = kµyµ , θµν = −θνµ .

The entries θµν in (2.1) have the dimension of an area. We place ourselves into a
coordinate system in which θ has the form

θµν =







0 θ1 0 0
−θ1 0 0 0
0 0 0 θ2

0 0 −θ2 0






. (2.2)

We use an adapted base

bmn(x) = fm1n1(x1, x2) fm2n2(x3, x4) , m = m1

m2 ∈ N2 , n = n1

n2 ∈ N2 , (2.3)

where the base fm1n1(x1, x2) ∈ R2
θ is given in [14]. This base satisfies

(bmn ⋆ bkl)(x) = δnkbml(x) ,

∫

d4x bmn = 4π2θ1θ2δmn . (2.4)

More information about the noncommutative RD can be found in [5,20].
We are going to study a duality-covariant φ4-theory on R4

θ. This means that
we add a harmonic oscillator potential to the standard φ4-action, which breaks
translation invariance but is required for renormalisation. Expanding the scalar
field in the matrix base, φ(x) =

∑

m,n∈N2 φmnbmn(x), we have

S[φ] =

∫

d4x
(1

2
gµν

(

∂µφ ⋆ ∂νφ + 4Ω2((θ−1)µρx
ρφ) ⋆ ((θ−1)νσxσφ)

)

+
1

2
µ2

0 φ ⋆ φ

+
λ

4!
φ ⋆ φ ⋆ φ ⋆ φ

)

(x)

= 4π2θ1θ2

∑

m,n,k,l∈N2

(1

2
Gmn;klφmnφkl +

λ

4!
φmnφnkφklφlm

)

, (2.5)
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where according to [14]

Gmn;kl

=
(

µ2
0+

2

θ1
(1+Ω2)(n1+m1+1)+

2

θ2
(1+Ω2)(n2+m2+1)

)

δn1k1δm1l1δn2k2δm2l2

− 2

θ1
(1−Ω2)

(
√

k1l1 δn1+1,k1δm1+1,l1 +
√

m1n1 δn1−1,k1δm1−1,l1
)

δn2k2δm2l2

− 2

θ2
(1−Ω2)

(
√

k2l2 δn2+1,k2δm2+1,l2 +
√

m2n2 δn2−1,k2δm2−1,l2
)

δn1k1δm1l1 . (2.6)

We need, in particular, the inverse of the kinetic matrix Gmn;kl, the propagator
∆nm;kl, which solves the partition function of the free theory (λ = 0) with respect to
the preferred base of the interaction. We present the computation of the propagator
in Appendix A. The result is

∆m1

m2
n1

n2 ; k1

k2
l1

l2
=

θ

2(1+Ω)2
δm1+k1,n1+l1δm2+k2,n2+l2

×
min(m1+l1,n1+k1)

2
∑

v1= |m1−l1|
2

min(m2+l2,n2+k2)
2

∑

v2= |m2−l2|
2

B
(

1+
µ2

0θ
8Ω +1

2 (m1+m2+k1+k2)−v1−v2, 1+2v1+2v2
)

× 2F1

(

1+2v1+2v2 ,
µ2

0θ
8Ω −1

2 (m1+m2+k1+k2)+v1+v2

2+
µ2

0θ
8Ω +1

2 (m1+m2+k1+k2)+v1+v2

∣

∣

∣

∣

(1−Ω)2

(1+Ω)2

)

×
2

∏

i=1

√

(

ni

vi+ni−ki

2

)(

ki

vi+ki−ni

2

)(

mi

vi+mi−li

2

)(

li

vi+ li−mi

2

)

(1−Ω

1+Ω

)2vi

. (2.7)

Here, B(a, b) is the Beta-function and 2F1

(

a,b
c

∣

∣z
)

the hypergeometric function.

3. Estimation of the interaction coefficients

3.1. The Polchinski equation. We have developed in [12] the Wilson-Polchinski
renormalisation programme [9,10,11] for non-local matrix models where the ki-
netic term (Taylor coefficient matrix of the part of the action which is bilinear in
the fields) is neither constant nor diagonal. Introducing a cut-off in the measure
∏

m,n dφmn of the partition function Z, the resulting effect is undone by adjusting

the effective action L[φ] (and other terms which are easy to evaluate). If the cut-off
function is a smooth function of the cut-off scale Λ, the adjustment of L[φ, Λ] is
described by a differential equation,

Λ
∂L[φ, Λ]

∂Λ
=

∑

m,n,k,l

1

2
Λ

∂∆K
nm;lk(Λ)

∂Λ

(

∂L[φ, Λ]

∂φmn

∂L[φ, Λ]

∂φkl
− 1

4π2θ1θ2

[ ∂2L[φ, Λ]

∂φmn ∂φkl

]

φ

)

,

(3.1)

where
[

F [φ]
]

φ
:= F [φ] − F [0] and

∆K
nm;lk(Λ) =

2
∏

r=1

(

∏

ir∈{mr ,nr,kr,lr}
K

( ir

θrΛ2

))

∆nm;lk . (3.2)

Here, K(x) is a smooth monotonous cut-off function with K(x) = 1 for x ≤ 1 and
K(x) = 0 for x ≥ 2. The differential equation (3.1) is referred to as the Polchinski
equation.
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In [12] we have derived a power-counting theorem for L[φ, Λ] by integrating (3.1)
perturbatively between the initial scale Λ0 and the renormalisation scale ΛR ≪ Λ0.
The power-counting degree is given by topological data of ribbon graphs and two
scaling exponents of the (summed and differentiated) cut-off propagator. The power-
counting theorem in [12] is model independent, but it relied on boundary conditions
for the integrations which do not correspond to a physically meaningful model.

In this paper we will show that the four-dimensional duality-covariant noncom-
mutative φ4-theory given by the action (2.5) admits an improved power-counting
behaviour which only relies on a finite number of physical boundary conditions for
the integration. The first step is to extract from the power-counting theorem [12]
the set of relevant and marginal interactions, which on the other hand is used as
an input to derive the power-counting theorem. To say it differently: One has to be
lucky to make the right ansatz for the initial interaction which is then reconfirmed
by the power-counting theorem as the set of relevant and marginal interactions. We
are going to prove that the following ansatz for the initial interaction is such a lucky
choice:

L[φ, Λ0, Λ0, ρ
0]

=
∑

m1,m2,n1,n2∈N

1

2πθ

(1

2

(

ρ0
1+(n1+m1+n2+m2)ρ0

2

)

φm1

m2
n1

n2
φn1

n2
m1

m2

− ρ0
3

(
√

n1m1φm1

m2
n1

n2
φn1−1

n2
m1−1

m2

+
√

n2m2φm1

m2
n1

n2
φ n1

n2−1
m1

m2−1

)

)

+
∑

m1,m2,n1,n2,k1,k2,l1,l2∈N

1

4!
ρ0
4 φm1

m2
n1

n2
φn1

n2
k1

k2
φ k1

k2
l1

l2
φ l1

l2
m1

m2
. (3.3)

For simplicity we impose a symmetry between the two components mi of matrix

indices m = m1

m2 ∈ N, which could be relaxed by taking different ρ-coefficients

in front of mi+ni and
√

mini. Accordingly, we choose the same weights in the
noncommutativity matrix, θ1 = θ2 ≡ θ.

The differential equation (3.1) is non-perturbatively defined. However, we shall
solve it perturbatively as a formal power series in a coupling constant λ which later
on will be related to a normalisation condition at Λ = ΛR, see (3.16). We thus
consider the following expansion:

L[φ, Λ, Λ0, ρ
0]

=
∞
∑

V =1

λV
2V +2
∑

N=2

(2πθ)
N
2 −2

N !

∑

mi,ni

A(V )
m1n1;...;mN nN

[Λ, Λ0, ρ
0]φm1n1

· · ·φmN nN
. (3.4)

Inserting (3.4) into (3.1) we obtain

Λ
∂

∂Λ
A(V )

m1n1;...;mN nN
[Λ, Λ0, ρ

0]

=
N

∑

N1=2

V −1
∑

V1=1

∑

m,n,k,l∈N2

1

2
Qnm;lk(Λ)A(V1)

m1n1;...;mN1−1nN1−1;mn[Λ]A
(V −V1)
mN1

nN1
;...;mN nN ;kl[Λ]

+
(

(

N

N1−1

)

− 1
)

permutations

−
∑

m,n,k,l∈N2

1

2
Qnm;lk(Λ)A

(V )
m1n1;...;mN nN ;mn;kl[Λ] , (3.5)
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with

Qnm;lk(Λ) :=
1

2πθ
Λ

∂∆K
nm;lk(Λ)

∂Λ
. (3.6)

3.2. Integration of the Polchinski equation. We are going to compute the functions

A
(V )
m1n1;...;mN mN by iteratively integrating the Polchinski equation (3.5) starting from

boundary conditions either at ΛR or at Λ0. The right choice of the integration
direction is an art: The boundary condition influences crucially the estimation,
which in turn justifies or discards the original choice of the boundary condition. At
the end of numerous trial-and-error experiments with the boundary condition, one
convinces oneself that the procedure described in Definition 1 below is—up to finite
re-normalisations discussed later—the unique possibility3 to renormalise the model.

First we have to recall [12] the graphology resulting from the Polchinski equation
(3.5). The Polchinski equation is solved by ribbon graphs drawn on a Riemann sur-
face of uniquely determined genus g and uniquely determined number B of boundary
components (holes). The ribbons are made of double-line propagators

oo oo
// //
n k

m l

= Qmn;kl(Λ) (3.7)

attached to vertices

�� ?? �� __

??��__��

m1

n4

n1
m2

n2

m3

n3
m4

= δn1m2
δn2m3

δn3m4
δn4m1

. (3.8)

Under certain conditions verified by our model, the rough power-counting behaviour
of the ribbon graph is determined by the topology g, B of the Riemann surface and
the number of vertices V and external legs N . However, in order to prove this
behaviour we need some auxiliary notation: the number V e of external vertices
(vertices to which at least one external leg is attached), a certain segmentation
index ι and a certain summation of graphs with appropriately varying indices.

We recall in detail the index summation, because we need it for a refinement of
the general proof given in [12]. Viewing the ribbon graph as a set of single-lines, we
can distinguish closed and open lines. The open lines are called trajectories starting
at an incoming index n, running through a chain of inner indices kj and ending
at an outgoing index m. Each index belongs to N2, its components are labelled by

superscripts, e.g. mj =
m1

j

m2
j

. We define n = i[m] = i[kj ] and m = o[n] = o[kj ]. There

is a conservation of the total amount of indices,
∑N

j=1 nj =
∑N

j=1 mj (as vectors

in N2). An index summation
∑

Es is a summation over the graphs with outgoing
indices Es = {m1, . . . , ms} where i[m1], . . . , i[ms] are kept fixed. The number of
these summations is restricted by s ≤ V e + ι − 1. Due to the symmetry properties
of the propagator one could equivalently sum over nj where o[nj ] are fixed.

A graph γ is produced via a certain history of contractions of (in each step) either
two smaller subgraphs (with fewer vertices) or a self-contraction of a subgraph with
two additional external legs. At a given order V of vertices there are finitely many
graphs (distinguished by their topology and the permutation of external indices)

contributing the part A
(V )γ
m1n1;...;mN mN to a function A

(V )
m1n1;...;mN mN . It is therefore

sufficient to prove estimations for each A
(V )γ
m1n1;...;mN mN separately.

3 We “only” prove that the method works, not its uniqueness. The reader who doubts uniqueness
of the integration procedure is invited to attempt a different way.
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A ribbon graph is called one-particle irreducible (1PI) if it remains connected
when removing a single propagator. The first term on the rhs of the Polchinski
equation (3.5) leads always to one-particle reducible graphs, because it is left dis-
connected when removing the propagator Qnm;lk in (3.5).

According to the detailed properties a graph γ, which is possibly a generalisa-
tion of the original ribbon graphs as explaned in Section 3.3 below, we define the
following recursive procedure (starting with the vertex (3.8) which does not have
any subgraphs) to integrate the Polchinski equation (3.5):

Definition 1 We consider generalised4 ribbon graphs γ which result via a history of
contractions of subgraphs which at each contraction step have already been integrated
according to the rules given below.

1. Let γ be a planar (B = 1, g = 0) one-particle irreducible graph with N = 4 exter-
nal legs, where the index along each of its trajectories is constant (this includes
the two external indices of a trajectory and the chain of indices at contracting in-

ner vertices in between them). Then, the contribution A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ]

(using the natural cyclic order of legs of a planar graph) of γ to the effective
action is integrated as follows:

A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{

̂
Λ′ ∂

∂Λ′ A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ′]

−
��

◦

??

◦
��

◦
__

◦

??

◦

��

◦

__

◦
��

◦m1

m2

n1

n2

k1

k2

l1

l2

·
[

̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ′]

] }

+

��

•

?? ��

•
__

??

•

��__

•

��

m1

m2

n1

n2

k1

k2

l1

l2
[

∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[ΛR]

]

.

(3.9)

Here (and in the sequel), the wide hat over the Λ′-derivative of an Aγ-function
indicates that the rhs of the Polchinski equation (3.5) has to be inserted. The two
vertices in the third and fourth lines of (3.9) are identical (both are equal to 1).
The four-leg graph in the third line of (3.9) indicates that the graph corresponding
to the function in brackets right of it has to be inserted into the holes. The result
is a graph with the same topology as the function in the second line, but different
indices on inner trajectories. The graph in the fourth line of (3.9) is identical to
the original vertex (3.8). The different symbol shall remind us that in the analytic
expression for subgraphs containing the vertex of the last line in (3.9) we have
to insert the value in brackets right of it.

Remark: We use here (and in all other cases discussed below) the conven-
tion (its consistency will be shown later) that at Λ = Λ0 the contribu-
tion to the initial four-point function is independent of the external matrix

indices, A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ0] = A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ0]. This is not really

necessary, we could admit A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ0] − A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ0] =

Cm1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2
[Λ0] with

∣

∣Cm1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2
[Λ0]

∣

∣ ≤ const
θΛ2

0
.

4 This refers to graphs with composite propagators as defined in Section 3.3.
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2. Let γ be a planar (B = 1, g = 0) 1PI graph with N = 2 external legs, where either
the index is constant along each trajectory, or one component of the index jumps5

once by ±1 and back on one of the trajectories, whereas the index along the pos-

sible other trajectory remains constant. Then, the contribution A
(V )γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ]

of γ to the effective action is integrated as follows:

A
(V )γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{

̂
Λ′ ∂

∂Λ′ A
(V )γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ′]

− // ◦oo ◦ oo◦
//◦

m1

m2
m1

m2

n1

n2
n1

n2

·
[

̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]

+ m1
( ̂
Λ′ ∂

∂Λ′ A
(V )γ
1
0

0
0 ; 00

1
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ m2
( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
1

0
0 ; 00

0
1

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ n1
(

Λ′ ̂∂

∂Λ′ A
(V )γ
0
0

1
0 ; 10

0
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ n2
( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
1 ; 01

0
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

]}

+ // •oo • oo
//

m1

m2
m1

m2

n1

n2
n1

n2

[

∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
0 ; 00

0
0

[ΛR]

+ m1

(
∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
1
0

0
0 ; 00

1
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
1
0

0
0 ; 00

1
0

[ΛR]−A
(V )γ
0
0

0
0 ; 00

0
0

[ΛR]

)

+ m2

(∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
1

0
0 ; 00

0
1

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
1

0
0 ; 00

0
1

[ΛR]−A
(V )γ
0
0

0
0 ; 00

0
0

[ΛR]

)

+ n1

( ∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

1
0 ; 10

0
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
0

1
0 ; 10

0
0

[ΛR]−A
(V )γ
0
0

0
0 ; 00

0
0

[ΛR]

)

+ n2

(
∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
1 ; 01

0
0

[Λ′] −
̂

Λ′ ∂

∂Λ′ A
(V )γ
0
0

0
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
0

0
1 ; 01

0
0

[ΛR]−A
(V )γ
0
0

0
0 ; 00

0
0

[ΛR]

)]

. (3.10)

5 A jump forward and backward means the following: Let k1, . . . , ka−1 be the sequence of indices
at inner vertices on the considered trajectory −→nm, in correct order between n and m. Then, for
either r = 1 or r = 2 we require nr = kr

i = mr for all i ∈ [1, p−1] ∪ [q, a−1] and kr
i = nr ± 1

(fixed sign) for all i ∈ [p, q−1]. The cases p = 1, q = p+1 and q = a are admitted. The other index
component is constant along the trajectory.
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3. Let γ be a planar (B = 1, g = 0) 1PI graph having N = 2 external legs with

external indices m1n1; m2n2 = m1±1
m2

n1±1
n2 ; n1

n2
m1

m2 (equal sign) or m1n1; m2n2 =
m1

m2±1
n1

n2±1 ; n1

n2
m1

m2 , with a single6 jump in the index component of each trajectory.
Under these conditions the contribution of γ to the effective action is integrated
as follows:

A
(V )γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{

̂
Λ′ ∂

∂Λ′ A
(V )γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ′]

−
√

(m1+1)(n1+1) // ⊲oo ⊲ oo⊲

//⊲

m1+1

m2
m1

m2

n1+1

n2
n1

n2

·
[

̂
Λ′ ∂

∂Λ′ A
(V )γ
1
0

1
0 ; 00

0
0

[Λ′]

]}

+
√

(m1+1)(n1+1)
// ◮oo ◮ oo

//

m1+1

m2
m1

m2

n1+1

n2
n1

n2

[

∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
1
0

1
0 ; 00

0
0

[Λ′]
)

+ A
(V )γ
1
0

1
0 ; 00

0
0

[ΛR]

]

, (3.11)

A
(V )γ

m1

m2+1
n1

n2+1 ; n1

n2
m1

m2

[Λ]

:= −
∫ Λ0

Λ

dΛ′

Λ′

{

̂
Λ′ ∂

∂Λ′ A
(V )γ

m1

m2+1
n1

n2+1 ; n1

n2
m1

m2

[Λ′]

−
√

(m2+1)(n2+1) // ⊲oo ⊲ oo⊲

//⊲

m1

m2+1
m1

m2

n1

n2+1
n1

n2

·
[

̂
Λ′ ∂

∂Λ′ A
(V )γ
0
1

0
1 ; 00

0
0

[Λ′]

]}

+
√

(m2+1)(n2+1)
// ◮oo ◮ oo

//

m1

m2+1
m1

m2

n1

n2+1
n1

n2

[

∫ Λ

ΛR

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
0
1

0
1 ; 00

0
0

[Λ′]
)

+ A
(V )γ
0
1

0
1 ; 00

0
0

[ΛR]

]

. (3.12)

4. Let γ be any other type of graph. This includes non-planar graphs (B > 1 and/or
g > 0), graphs with N ≥ 6 external legs, one-particle reducible graphs, four-point
graphs with non-constant index along at least one trajectory and two-point graphs
where the integrated absolute value of the jump along the trajectories is bigger
than 2. Then the contribution of γ to the effective action is integrated as follows:

A(V )γ
m1n1;...;mN nN

[Λ] := −
∫ Λ0

Λ

dΛ′

Λ′

( ̂
Λ′ ∂

∂Λ′ A
(V )γ
m1n1;...;mN nN [Λ′]

)

. (3.13)

The previous integration procedure identifies the following distinguished func-
tions ρa[Λ, Λ0, ρ

0]:

ρ1[Λ, Λ0, ρ
0] :=

∑

γ as in Def. 1.2

Aγ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0] , (3.14a)

6 For an index arrangement m1n1;m2n2 = m1+1
m2

n1+1
n2 ; n1

n2
m1

m2 and sequences k1, . . . , ka−1

(l1, . . . , lb−1) of indices at inner vertices on the trajectory −−−→n1m2 (−−−→n2m1) this means that there
exist labels p, q with n1+1 = k1

i for all i ∈ [1, p−1], n1 = k1
i for all i ∈ [p, a−1] and n2 = k2

i for

all i ∈ [1, a−1] on one trajectory and m1+1 = l1j for all j ∈ [q, b−1], m1 = k1
j for all j ∈ [1, q−1]

and m2 = k2
j for all j ∈ [1, b−1] on the other trajectory. The cases p ∈ {1, a} and q ∈ {1, b} are

admitted.
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ρ2[Λ, Λ, ρ0] :=
∑

γ as in Def. 1.2

(

Aγ
1
0

0
0 ; 00

1
0

[Λ, Λ0, ρ
0] − Aγ

0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

, (3.14b)

ρ3[Λ, Λ0, ρ
0] :=

∑

γ as in Def. 1.3

(

− Aγ
1
0

1
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

, (3.14c)

ρ4[Λ, Λ0, ρ
0] :=

∑

γ as in Def. 1.1

Aγ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ
0] . (3.14d)

This identification uses the symmetry properties of the A-functions when summed
over all contributing graphs. It follows from Definition 1 and (3.3) that

ρa[Λ0, Λ0, ρ
0] ≡ ρ0

a , a = 1, . . . , 4 . (3.15)

As part of the renormalisation strategy encoded in Definition 1, the coefficients
(3.14) are kept constant at Λ = ΛR. We define

ρa[ΛR, Λ0, ρ
0] = 0 for a = 1, 2, 3 , ρ4[ΛR, Λ0, ρ

0] = λ . (3.16)

The normalisation (3.16) for ρ1, ρ2, ρ3 identifies ∆K
nm;lk(ΛR) as the cut-off propaga-

tor related to the normalised two-point function at ΛR. This entails a normalisation
of the mass µ0, the oscillator frequency Ω and the amplitude of the fields φmn. The
normalisation condition for ρ4[ΛR, Λ0, ρ

0] defines the coupling constant used in the
expansion (3.4).

3.3. Ribbon graphs with composite propagators. It is convenient to write the linear
combination of the functions in braces { } in (3.9)–(3.12) as a (non-unique) linear
combination of graphs in which we find at least one of the following composite
propagators:

Q(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

:= Qm1

m2
n1

n2 ; n1

n2
m1

m2
− Q 0

0
n1

n2 ; n1

n2
0
0

= oo_•_•_•_•_•_•_•_•_•_•//
n1

n2
n1

n2

m1

m2
m1

m2

(3.17a)

Q(1)
m1

m2
n1

n2 ; n1

n2
m1

m2

:= Q(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

− m1Q(0)
1
0

n1

n2 ; n1

n2
1
0

− m2Q(0)
0
1

n1

n2 ; n1

n2
0
1

= oo_�_�_�_�_�_�_�_�_�_�//
n1

n2
n1

n2

m1

m2
m1

m2

(3.17b)

Q(+ 1
2 )

m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

:= Qm1+1

m2
n1+1

n2 ; n1

n2
m1

m2
−

√

m1+1Q 1
0

n1+1

n2 ; n1

n2
0
0

= oo_N_N_N_N_N_N_N_N_N_N//
n1+1

n2
n1

n2

m1+1

m2
m1

m2

(3.17c)

Q(− 1
2 )

m1

m2+1
n1

n2+1 ; n1

n2
m1

m2

:= Q m1

m2+1
n1

n2+1 ; n1

n2
m1

m2
−

√

m2+1Q 0
1

n1

n2+1 ; n1

n2
0
0

=
oo_H_H_H_H_H_H_H_H_H_H//

n1

n2+1
n1

n2

m1

m2+1
m1

m2

(3.17d)

To obtain the linear combination we recall how the graph γ under consideration is
produced via a history of contractions and integrations of subgraphs. For a history
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a-b-. . . -n (a first) we have

̂
Λ

∂

∂Λ
A

(V )γ
m1n1;...;mN nN [Λ]

=
∑

ma,na,ka,la,...,mn,nn,kn,ln

∫ (Λ)B

(Λ)A

dΛn

Λn

∫ (Λn)B

(Λn)A

dΛn−1

Λn−1
. . .

∫ (Λb)B

(Λb)A

dΛa

Λa

× Qmnnn;knln(Λn) . . . Qmbnb;kblb(Λb)Qmana;kala(Λa) V manakala...mnnnknln
m1n1...mN nN

,
(3.18)

where V manakala...mnnnknln
m1n1...mN nN

is the vertex operator and either (Λi)A = Λi, (Λi)B =

Λ0 or (Λi)A = ΛR, (Λi)B = Λi. The graph
̂

Λ ∂
∂ΛA

(V )γ
00;...;00[Λ] is obtained via the same

procedure (including the choice of the integration direction), except that we use the

vertex operator V manakala...mnnnknln
00...00 . This means that all propagator indices which

are not determined by the external indices are the same. Therefore, we can factor
out in the difference of graphs all completely inner propagators and the integration
operations.

We first consider the difference in (3.9). Since γ is one-particle irreducible with
constant index on each trajectory, we get for a certain permutation π ensuring the
history of integrations

̂
Λ′ ∂

∂Λ′ A
(V )γ
mn;nk;kl;lm[Λ′] −

̂
Λ′ ∂

∂Λ′ A
(V )γ
00;00;00;00[Λ

′]

= . . .

{

a
∏

i=1

Qmπi
kπi

;kπi
mπi

(Λπi
) −

a
∏

i=1

Q0kπi
;kπi

0(Λπi
)

}

= . . .

{

a
∑

b=1

(

b−1
∏

i=1

Q0kπi
;kπi

0(Λπi
)
)

Q(0)
mπb

kπb
;kπb

mπb
(Λπb

)

×
(

a
∏

j=b+1

Qmπ(j)kπ(j);kπ(j)mπ(j)
(Λπ(j))

)

}

, (3.19)

where γ contains a propagators with external indices and mπi
∈ {m, n, k, l}.

The parts of the analytic expression common to both
̂

Λ′ ∂
∂Λ′ A

(V )γ
mn;nk;kl;lm[Λ′] and

̂
Λ′ ∂

∂Λ′ A
(V )γ
00;00;00;00[Λ

′] are symbolised by the dots. The kπi
are inner indices. We thus

learn that the difference of graphs appearing in the braces in (3.9) can be written
as a sum of graphs each one having a composite propagator (3.17a). Of course, the

identity (3.19) is nothing but a generalisation of an − bn =
∑n−1

k=0 bk(a−b)an−k−1.
There are similar identities for the differences appearing in (3.10)–(3.12). We dele-
gate their derivation to Appendix B.1. In Appendix B.2 we show how the difference
operation works for a concrete example of a two-leg graph.

3.4. Bounds for the cut-off propagator. Differentiating the cut-off propagator (3.2)
with respect to Λ and recalling that the cut-off function K(x) is constant unless
x ∈ [1, 2], we notice that for our choice θ1 = θ2 ≡ θ the indices are restricted as
follows:

Λ
∂∆K

m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ)

∂Λ
= 0

unless θΛ2 ≤ max(m1, m2, n1, n2, k1, k2, l1, l2) ≤ 2θΛ2 . (3.20)
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In particular, the volume of the support of the differentiated cut-off propagator
(3.20) with respect to a single index m, n, k, l ∈ N2 equals 4θ2Λ4, which is the
correct normalisation of a four-dimensional model [12].

We compute in Appendix C the Λ-dependence of the maximised propagator
∆C

mn;kl, which is the application of the sharp cut-off realising the condition (3.20)

to the propagator, for selected values of C = θΛ2 and Ω, which is extremely well
reproduced by (C.2). We thus obtain for the maximum of (3.6)

max
m,n,k,l

∣

∣Qmn;kl(Λ)
∣

∣ ≤ 1

2πθ
(32 max

x
|K ′(x)|) max

m,n,k,l

∣

∣∆C
mn;kl

∣

∣

C=Λ2θ

≤















C0

ΩΛ2θ
δm+k,n+l for Ω > 0 ,

C0√
Λ2θ

δm+k,n+l for Ω = 0 ,

(3.21)

where C0 = C ′
0

40
3π maxx |K ′(x)|. The constant C ′

0 ' 1 corrects the fact that (C.2)
holds asymptotically only. Next, from (C.3) we obtain

max
m

(

∑

l

max
n,k

∣

∣Qmn;kl(Λ)
∣

∣

)

≤ 1

2πθ
(32 max

x
|K ′(x)|) max

m

∑

l

max
n,k

∣

∣∆C
mn;kl

∣

∣

C=Λ2θ

≤ C1

Ω2θΛ2
, (3.22)

where C1 = 48C ′
1/(7π) maxx |K ′(x)|. The product of (3.21) by the volume 4θ2Λ4

of the support of the cut-off propagator with respect to a single index leads to the
following bound:

∑

m

(

max
n,k,l

∣

∣Qmn;kl(Λ)
∣

∣

)

≤











4C0
θΛ2

Ω
for Ω > 0 ,

4C0

(
√

θΛ
)3

for Ω = 0 .

(3.23)

According to (A.29) there is the following refinement of the estimation (3.21):

∣

∣

∣Qm1

m2
n1

n2 ;
n1−a1

n2−a2
m1−a1

m2−a2

(Λ)
∣

∣

∣

ar≥0, mr≤nr
≤ Ca1,a2

( m1

θΛ2

)

a1
2

( m2

θΛ2

)

a2
2 1

ΩθΛ2
. (3.24)

This property will imply that graphs with big total jump along the trajectories are
suppressed, provided that the indices on the trajectory are “small”. However, there
is a potential danger from the presence of completely inner vertices, where the index
summation runs over “large” indices as well. Fortunately, according to (C.4) this
case can be controlled by the following property of the propagator:

(

∑

l ∈ N
2

‖m − l‖1 ≥ 5

max
k,n∈N2

∣

∣Qm1

m2
n1

n2 ; k1

k2
l1

l2
(Λ)

∣

∣

)

≤ C4

(‖m‖∞+1

θΛ2

)2 1

Ω2θΛ2
, (3.25)

where we have defined the following norms:

‖m − l‖1 :=

2
∑

r=1

|mr − lr| , ‖m‖∞ := max(m1, m2) if m = m1

m2 , l = l1

l2 .

(3.26)
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Moreover, we define

‖m1n1; . . . ; mNnN‖∞ := max
i=1,...,N

(

‖mi‖∞, ‖ni‖∞
)

. (3.27)

Finally, we need estimations for the composite propagators (3.17) and (B.7):

∣

∣

∣Q(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

(Λ)
∣

∣

∣ ≤ C5
‖m‖∞
θΛ2

1

ΩθΛ2
, (3.28)

∣

∣

∣Q(1)
m1

m2
n1

n2 ; n1

n2
m1

m2

(Λ)
∣

∣

∣ ≤ C6

(‖m‖∞
θΛ2

)2 1

ΩθΛ2
, (3.29)

∣

∣

∣Q(+ 1
2 )

m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

(Λ)
∣

∣

∣ ≤ C7

(

∥

∥

m1+1
m2

∥

∥

∞
θΛ2

)
3
2 1

ΩθΛ2
. (3.30)

These estimations follow from (A.31) and (A.33).

3.5. The power-counting estimation. Now we are going to prove a power-counting
theorem for the φ4-model in the matrix base, generalising the theorem proven in
[12]. The generalisation concerns 1PI planar graphs and their subgraphs. A sub-
graph of a planar graph has necessarily genus g = 0 and an even number of legs
on each boundary component. We distinguish one boundary component of the sub-
graph which after a sequence of contractions will be part of the unique boundary
component of an 1PI planar graph. For a trajectory −→nm on the distinguished bound-
ary component, which passes through the indices k1, . . . , ka when going from n to
m = o[n], we define the total jump as

〈−→nm〉 := ‖n − k1‖1 +
(

a−1
∑

c=1

‖kc − kc+1‖1

)

+ ‖ka − m‖1 . (3.31)

Clearly, the jump is additive: if we connect two trajectories −→nm and
−−→
mm′ to a new

trajectory
−−→
nm′, then 〈−−→nm′〉 = 〈−→nm〉 + 〈−−→mm′〉. We let T be a set of trajectories−−−−→

njo[nj ] on the distinguished boundary component for which we measure the total
jump. By definition, the end points of a trajectory in T cannot belong to Es.

Moreover, we consider a second set T ′ of t′ trajectories
−−−−→
njo[nj ] of the distin-

guished boundary component where one of the end points mj or nj is kept fixed
and the other end point is summed over. However, we require the summation to run

over 〈−−−−→njo[nj ]〉 ≥ 5 only, see (3.25). We let
∑

Et′ be the corresponding summation
operator.

Additionally, we have to introduce a new notation in order to control

– the behaviour for large indices and given Λ,
– the behaviour for given indices and large Λ.

For this purpose we let P a
b

[

m1n1;...;mN nN

θΛ2

]

denote a function of the indices

m1, n1, . . . , mN , nN and the scale Λ which is bounded as follows:

0 ≤ P a
b

[m1n1; . . . ; mNnN

θΛ2

]

≤
{

CaMa for M ≥ 1 ,
CbM

b for M ≤ 1 ,
(3.32)

M := max
mi,ni /∈Es,Et′

(mr
1 + 1

2θΛ2
,
nr

1 + 1

2θΛ2
, . . . ,

nr
N + 1

2θΛ2

)

,
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for some constants Ca, Cb. The maximisation over the indices mr
i , n

r
i excludes the

summation indices E ′t. Fixing the indices and varying Λ we have

P a−a′

b+b′

[m1n1; . . . ; mNnN

θΛ2

]

≤ P a
b

[m1n1; . . . ; mNnN

θΛ2

]

, (3.33)

for 0 ≤ a′ ≤ a and b′ ≥ 0, assuming appropriate Ca, Cb. Moreover,

P a1

b1

[m1n1; . . . ; mN1
nN2

θΛ2

]

P a2

b2

[mN1+1nN1+1; . . . ; mNnN

θΛ2

]

≤ P a1+a2

b1+b2

[m1n1; . . . ; mNnN

θΛ2

]

. (3.34)

We are going to prove:

Proposition 2 Let γ be a ribbon graph having N external legs, V vertices, V e

external vertices and segmentation index ι, which is drawn on a genus-g Riemann
surface with B boundary components. We require the graph γ to be constructed via
a history of subgraphs and an integration procedure according to Definition 1. Then

the contribution A
(V,V e,B,g,ι)γ
m1n1;...;mN nN of γ to the expansion coefficient of the effective

action describing a duality-covariant φ4-theory on R4
θ in the matrix base is bounded

as follows:

1. If γ is as in Definition 1.1, we have

∣

∣

∣A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣

≤ P 4V −N
1

[ m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

θΛ2

]

( 1

Ω

)3V −2−V e

P 2V −2
[

ln
Λ

ΛR

]

, (3.35a)

∣

∣

∣A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣ ≤
( 1

Ω

)3V −2−V e

P 2V −2
[

ln
Λ

ΛR

]

. (3.35b)

2. If γ is as in Definition 1.2, we have

∣

∣

∣A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]

− m1
(

A
(V,V e,1,0,0)γ
1
0

0
0 ; 00

1
0

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
)

− n1
(

A
(V,V e,1,0,0)γ
0
0

1
0 ; 10

0
0

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
)

− m2
(

A
(V,V e,1,0,0)γ
0
1

0
0 ; 00

0
1

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
)

− n2
(

A
(V,V e,1,0,0)γ
0
0

0
1 ; 01

0
0

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
)

∣

∣

∣

≤ (θΛ2) P 4V −N
2

[ m1

m2
n1

n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ

ΛR

]

, (3.36a)

∣

∣

∣
A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣
≤ (θΛ2)

( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ

ΛR

]

, (3.36b)
∣

∣

∣A
(V,V e,1,0,0)γ
1
0

0
0 ; 00

1
0

[Λ, Λ0, ρ0] − A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣

≤
( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ

ΛR

]

. (3.36c)
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3. If γ is as in Definition 1.3, we have
∣

∣

∣A
(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0] −
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣

≤ (θΛ2) P 4V −N
2

[ m1+1
m2

n1+1
n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ

ΛR

]

, (3.37a)

∣

∣

∣A
(V,V e,1,0,0)γ
1
0

1
0 ; 00

0
0

[Λ, Λ0, ρ0]
∣

∣

∣ ≤
( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ

ΛR

]

. (3.37b)

4. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on
one distinguished boundary component and a second set T ′ of summed trajectories
on that boundary component, we have

∑

Es

∑

Et′

∣

∣A(V,V e,B,0,ι)γ
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(

θΛ2
)(2−N

2 )+2(1−B)
P 4V −N
(

2t′+
P

−−−−−→
njo[nj ]∈T

min(2, 1
2 〈

−−−−−→
njo[nj ]〉)

)

[m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3V −N
2 −1+B−V e−ι+s+t′

P 2V −N
2

[

ln
Λ

ΛR

]

. (3.38)

5. If γ is a non-planar graph, we have
∑

Es

∣

∣A(V,V e,B,g,ι)
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(

θΛ2
)(2−N

2 )+2(1−B−2g)
P 4V −N

0

[m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3V −N
2 −1+B+2g−V e−ι+s

P 2V −N
2

[

ln
Λ

ΛR

]

. (3.39)

Proof. We prove the Proposition by induction upward in the vertex order V and for
given V downward in the number N of external legs.

5. We start with with the proof for non-planar graphs, noticing that due to (3.33)
the estimations (3.35), (3.36), (3.37) and (3.38) can be further bounded by (3.39).
The proof of (3.39) reduces to the proof of the general power-counting theorem

given in [12], where we have to take for
(

µ
Λ

)δ0
(

µ
Λ

)δ1 and
(

Λ
µ

)δ2 the estimations

(3.21), (3.22) and (3.23) with both their Λ- and Ω-dependence. Independent of
the factor (3.32), the non-planarity of the graph guarantees the irrelevance of the
corresponding function so that the integration according to Definition 1 agrees

with the procedure used in [12]. The dependence on
mr

i

θΛ2 ,
nr

i

θΛ2 through (3.32) is
preserved in its structure, because for ω > 0 we have

∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω P a
b

[ m

θΛ′2

]

≤
∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω Cb

( m+1

2θΛ′2

)b

≤ 1

ω+2b

C

Λω
Cb

(m+1

2θΛ2

)b

(3.40a)

for m+1 ≤ 2θΛ2 and
∫ Λ0

Λ

dΛ′

Λ′
C

Λ′ω P a
b

[ m

θΛ′2

]

≤
∫ Λ0

√
m+1
2θ

dΛ′

Λ′
C

Λ′ω Cb

( m+1

2θΛ′2

)b

+

∫

√
m+1
2θ

Λ

dΛ′

Λ′
C

Λ′ω Ca

( m+1

2θΛ′2

)a

≤ 1

ω+2a

C

Λω
Ca

(m+1

2θΛ2

)a

+
(ω+2a)Cb−(ω+2b)Ca

(ω+2a)(ω+2b)

C
(

m+1
2θ

)
ω
2

(3.40b)
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for m+1 ≥ 2θΛ2. For (ω+2b)Ca > (ω+2a)Cb we can omit the last term in
the second line of (3.40b), and for (ω+2b)Ca < (ω+2a)Cb we estimate it by
(ω+2a)Cb−(ω+2b)Ca

Ca(ω+2b) times the first term. Taking a polynomial in ln Λ
ΛR

into ac-

count, the spirit of (3.40) is unchanged according to [12].
The general power-counting theorem in [12] uses analogues of the bounds (3.21)
and (3.22) of the propagator, which do not add factors m

θΛ2 . Since two legs of
the subgraph(s) are contracted, the total a-degree of (3.32) becomes 4V −N −2,
which due to (3.33) can be regarded as degree 4V − N , too.

4. The proof of (3.38) is essentially a repetition of the proof of (3.39), with particular
care when contracting trajectories on the distinguished boundary component.
The verification of the exponents of (θΛ2), 1

Ω and ln Λ
ΛR

in (3.38) is identical to

the proof of (3.39). It remains to verify the a, b-degrees of the factor (3.32).
We first consider the contraction of two smaller graphs γ1 (left subgraph) and
γ2 (right subgraph) to the total graph γ.

(a) We first assume additionally that all indices of the contracting propagator are
determined (this is the case for V e

1 +V e
2 = V e and ι1+ι2 = ι), e.g.
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(3.41)

As a subgraph of an 1PI planar graph, at most one side ml or m1l1 (mk1

or m1k) of the contracting propagator Qm1m;ll1 (Qm1m;k1k) can belong to
a trajectory in T . In the left graph of (3.41) let us assume that the side−→
ml connects two trajectories

−−−→
i[m]m ∈ T1 and

−−→
lo[l] ∈ T2 to a new trajectory−−−−→

i[m]o[l] ∈ T . The proof for the small-Λ degree a = 4V − N in (3.38) is im-
mediate, because the contraction reduces the number of external legs by 2
and we are free to estimate the contracting propagator by its global max-
imisation (3.21). Concerning the large-Λ degree b, there is nothing to prove

if already 〈−−−→i[m]m〉 + 〈−−→lo[l]〉 ≥ 4. For 〈−−−→i[m]m〉 + 〈−−→lo[l]〉 < 4 we use the refined
estimation (3.24) for the contracting propagator, which gives a relative fac-

tor M
1
2 〈

−→
lm〉 compared with (3.21), where M = max

(‖m‖+1
2θΛ2 , ‖l‖+1

2θΛ2

)

. Now, the

result follows from (3.31). Because of 〈−−−→i[m]m〉 + 〈−−→lo[l]〉 < 4, the indices mr, lr

from the propagator can be estimated by i[m]r and o[l]r. If the resulting jump

leads to 1
2 〈
−−−−→
i[m]o[l]〉 > 2, we use (3.33) to reduce it to 2. In this way we can

guarantee that the b-degree does not exceed the a-degree. Alternatively, if

〈−→lm〉 ≥ 5 we can avoid a huge 〈−−−−→i[m]o[l]〉 by estimating the contracting prop-
agator via (3.25) instead of7 (3.24), because a single propagator |Qmm1;l1l| is
clearly smaller than the entire sum over ‖m − l‖1 ≥ 5.

If
−−−−→
i[m]o[l] ∈ T ′, then the sum over o[l] with 〈−−−−→i[m]o[l]〉 ≥ 5 can be estimated by

the combined sum
– over finitely many combinations of m, l with max(〈−−−→i[m]m〉, 〈−→ml〉, 〈−−→lo[l]〉) ≤

4, which via (3.24) and the induction hypotheses relative to T1, T2

7 In this case there is an additional factor 1
Ω

in (3.22) compared with (3.21). It is plausible
that this is due to the summation, which we do not need here. However, we do not prove a
corresponding formula without summation. In order to be on a safe side, one could replace Ω in
the final estimation (4.55) by Ω2. Since Ω is finite anyway, there is no change of the final result.

We therefore ignore the discrepancy in 1
Ω

.
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contributes a factor M 〈−−−−→i[m]o[l]〉 to the rhs of (3.38), where M =

max
(

o[l]r+1
θΛ2 , i[m]r+1

θΛ2 , lr+1
θΛ2 , mr+1

θΛ2

)

. We use (3.33) to reduce the b-degree

from 1
2 〈
−−−−→
i[m]o[l]〉 to 2.

– over m via the induction hypothesis relative to
−−−→
i[m]m ∈ T ′

1, combined
with the usual maximisation (3.21) of the contracting propagator and an

estimation of γ2 where
−−→
lo[l] /∈ T2, T

′
2,

– over l for fixed m ≈ i[m], via (3.25), taking
−−−→
i[m]m /∈ T1, T

′
1 and

−−→
lo[l] /∈

T2, T
′
2.

– over o[l] for fixed m and l, with i[m] ≈ m ≈ l, via the induction hypothesis

relative to
−−→
lo[l] ∈ T ′

2, the bound (3.21) of the propagator and
−−−→
i[m]m /∈

T1, T
′
1.

A summation over i[m] with given o[l] is analogous.
In conclusion, we have proven that the integrand for the graph γ is bounded
by (3.38). Since we are dealing with a N ≥ 6-point function, the total Λ-
exponent is negative. Using (3.40) we thus obtain the same bound (3.38)

after integration from Λ0 down to Λ. If
−−→
m1l1 ∈ T or

−−→
m1l1 ∈ T ′ we get (3.38)

directly from (3.24) or (3.25).
The discussion of the right graph in (3.41) is similar, showing that the inte-
grand is bounded by (3.38). As long as the integrand is irrelevant (i.e. the
total Λ-exponent is negative), we get (3.38) after Λ-integration, too. However,

γ might have two legs only with 〈−−−−→i(m)m〉 + 〈−−→lo(l)〉 ≤ 2. In this case the inte-
grand is marginal or relevant, but according to Definition 1.4 we nonetheless
integrate from Λ0 down to Λ. We have to take into account that the cut-off
propagator at the scale Λ vanishes for Λ2 ≥ ‖m1m; k1k‖∞/θ. Assuming two

relevant two-leg subgraphs γ1, γ2 bounded by θΛ′2 times a polynomial in ln Λ′

ΛR

each, we have

∫ Λ0

Λ

dΛ′

Λ′
∣

∣Qm1m;k1k(Λ′)Aγ1(Λ′)Aγ2(Λ′)
∣

∣

≤ C0

Ω

∫

√
‖m1m;k1k‖∞/θ

Λ

dΛ′

Λ′ (θΛ′2)P 2V −2
[

ln
Λ′

ΛR

]

≤ C0

Ω
‖m1m; k1k‖∞P 2V −2

[

ln
(‖m1m; k1k‖∞

θΛ2
R

)
1
2

]

≤ C0

Ω
(θΛ2)P 2

1

[m1m; k1k

2θΛ2

]

P 2V −2
[ Λ

ΛR

]

. (3.42)

Here, I have inserted the estimation (3.21) for the propagator, restricted to

its support. In the logarithm we expanded ln
√

m
θΛ2

R

= ln
√

m
θΛ2 + ln Λ

ΛR
and

estimated
(

ln
√

m
θΛ2

)q
< c m

2θΛ2 . Thus, the small-Λ degree a of the total graph
is increased by 2 over the sum of the small-Λ degrees of the subgraphs (taken
= 0 here), in agreement with (3.38). The estimation for the logarithm is not
necessary for the large-Λ degree b in (3.32). Using (3.33) we could reduce
that degree to b = 0. We would like to underline that the integration of
1PR graphs is one of the sources for the factor (3.32) in the power-counting
theorem. Taking the factors (3.32) in the bounds for the subgraphs γi into
account, the formula modifies accordingly. We confirm (3.38) in any case.
It is clear that all other possibilities with determined propagator indices as
discussed in [12] are treated similarly.
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(b) Next, let one index of the contracting propagator be an undetermined sum-
mation index, e.g.

GF ED

@A BC

GF ED

@A BCoo
// // //

oooo

//
oo

�� OO//
oo

oo
//

MM
�� oo

//

oo

//

//

oo

σn

σm

l1
k1

σk

σl

m

n k

(3.43)

Let
−−−−→
i[k]o[n] ∈ T . Then k is determined by the external indices of γ2. There is

nothing to prove for 〈−−→i[k]k〉 ≥ 4. For 〈−−→i[k]k〉 < 4 we partitionate the sum over

n into 〈−→nk〉 ≤ 4, where each term yields the integrand (3.38) as before in the

case of determined indices (3.41), and the sum over 〈−→nk〉 ≥ 5, which yields the
desired factor in (3.38) via (3.25) and the similarity k ≈ i[k] of indices. As a
subgraph of a planar graph, m 6= o[n] in γ1, so that a possible k1-summation

can be transferred to m. If
−−−−→
i[k]o[n] ∈ T ′ then in the same way as for (3.41)

the summation splits into the four possibilities related to the pieces
−−−→
no[n],−→

kn and
−−→
i[k]k, which yield the integrand (3.38) via the induction hypotheses

for the subgraphs and via (3.24) or (3.25). The Λ-integration yields (3.38)
via (3.40) if the integrand is irrelevant, whereas we have to perform similar
considerations as in (3.42) if the integrand is relevant or marginal.

(c) The discussion of graphs with two summation indices on the contracting prop-
agator, such as in

GF ED

@A BC

GF ED

@A BC

oo
//

//
oo

//
oo

��
MM //

oooo

oo
//

QQ

oo
//

oo
//

oo

// //

oo

σn

σm

n1

m1

σk

σl

m

n k

l

(3.44)

is similar. Note that the planarity requirement implies m 6= o[n] and l 6= i[k].
(d) Next, we look at self-contractions of the same vertex of a graph. Among the

examples discussed in [12] there are only two possibilities which can appear
in subgraphs of planar graphs:

?>=<
89:; oo// //

�� OO

oo��oo
//
σn

σm n1 l

m1
n1

GF ED

@A BC

oooo
// //

��

//
oo

MMoo

//
σn

σm
n

n

l

(3.45)

There is nothing to prove for the left graph in (3.45). To verify the large-Λ
degree b relative to the right graph, we partitionate the sum over n into

– 〈−−→i[n]n〉 ≤ 4 and 〈−−−→no[n]〉 ≤ 4, where each term yields (3.38) via the in-

duction hypothesis for the trajectories
−−→
i[n]n ∈ T1 and

−−−→
no[n] ∈ T1 of the

subgraph (in the same way as for the examples with determined propa-
gator indices),

– 〈−−→i[n]n〉 ≤ 4 and 〈−−−→no[n]〉 ≥ 5, for which the induction hypothesis for
−−→
i[n]n /∈

T1, T
′
1 and

−−−→
no[n] ∈ T ′

1, together with i[n] ≈ n, gives a contribution of 2 to
the b-degree in (3.32), and
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– 〈−−→i[n]n〉 ≥ 5, which via the induction hypothesis for
−−→
i[n]n ∈ T ′

1 and
−−−→
no[n] /∈

T1, T
′
1 gives a contribution of 2 to the b-degree in (3.32).

The case
−−−−→
i[n]o[n] ∈ T ′ is similar to discuss. At the end we always arrive at

the integrand (3.38). If it is irrelevant the integration from Λ0 down to Λ
yields (3.38) according to (3.40). If the integrand is marginal/relevant and
γ is one-particle reducible, then the indices of the propagator contracting
1PI subgraphs are of the same order as the incoming and outgoing indices
of the trajectories through the propagator (otherwise the 1PI subgraphs are
irrelevant). Now a procedure similar to (3.42) yields (3.38) after integration
from Λ0 down to Λ, too. If γ is 1PI and marginal or relevant, it is actually of
the type 1–3 of Definition 1 and will be discussed below.

(e) Finally, there will be self-contractions of different vertices of a subgraph, such
as in

GF ED@A BC

oo
//

oo

�� OO

OO

�� OO

OO

�� OO �� OO �� OO

//
oo�� ��

oo
//

n1

m1

σm

σn

m kl

(3.46)

The vertices to contract have to be situated on the same (distinguished)
boundary component, because the contraction of different boundary compo-
nents increases the genus and for contractions of other boundary components
the proof is immediate. Only the large-Λ degree b is questionable.

Let
−−−−→
i[m]o[l] ∈ T , with i[m] 6= o[l] due to planarity. Here, m is regarded as

a summation index. As before we split that sum over m into a piece with

〈−−−→i[m]m〉 ≤ 4, which yields the b-degree of the integrand (3.38) term by term

via the induction hypothesis relative to
−−−→
i[m]m,

−−→
lo[l] ∈ T1 and (3.24) for the

contracting propagator, and a piece with 〈−−−→i[m]m〉 ≥ 5, which gives (3.38)

via the induction hypothesis relative to
−−−→
i[m]m ∈ T ′

1 and
−−→
lo[l] /∈ T1, T

′
1. If−−−−→

i[m]o[l] ∈ T ′ the sum over o[l] with
−−−−→
i[m]o[l] ≥ 5 is estimated by a finite

number of combinations of m, l with max(〈−−−→i[m]m〉, 〈−→ml〉, 〈−−→lo[l]〉) ≤ 4, which
yields the integrand (3.38) via the induction hypothesis for T1 and (3.24),
and the sum over index combinations
– 〈−−−→i[m]m〉 ≤ 4, 〈−→ml〉 ≤ 4, 〈−−→lo[l]〉 ≥ 5

– 〈−−−→i[m]m〉 ≤ 4, 〈−→ml〉 ≥ 5

– 〈−−−→i[m]m〉 ≥ 5
which is controlled by the induction hypothesis relative to T ′

1 or (3.25), to-
gether with the similarity of trajectory indices at those parts where the jumps

is bounded by 4. The case where
−−−−→
i[k]m1 ∈ T or

−−−−→
i[k]m1 ∈ T ′ is easier to treat.

We thus arrive in any case at the estimation (3.38) for the integrand of γ,
which leads to the same estimation (3.38) for γ itself according to the consid-
erations at the end of 4.d. If γ is of type 1–3 of Definition 1 we will treat it
below.
The discussion of all other possible self-contractions as listed in [12] is similar.

This finishes the part 4 of the proof of Proposition 2.

1. Now we consider 1PI planar 4-leg graphs γ with constant index on each trajec-
tory. If the external indices are zero, we get (3.35b) directly from the general
power-counting theorem [12], because the integration direction used there agrees
with Definition 1.1.
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For non-zero external indices we decompose the difference (3.35a) according to
(3.19) into graphs with composite propagators (3.17a) bounded by (3.28). The
composite propagators appear on one of the trajectories of γ, and as such already
on the trajectory of a sequence of subgraphs of γ, starting with some minimal
subgraph γ0. The composite propagator is the contracting propagator for γ0.
Now, the integrand of the minimal subgraph γ0 with composite propagator is

bounded by a factor C ′
5
‖m‖
Λ2θ times the integrand of the would-be graph γ0 with

ordinary propagator, where m is the index at the trajectory under consideration.

If γ0 is irrelevant, the factor C ′
5
‖m‖
Λ2θ of the integrand survives according to (3.40)

to the subgraph γ0 itself. Otherwise, if γ0 is relevant or marginal, it is decom-
posed according to 1–3 of Definition 1. Here, the last lines of (3.9)–(3.12) are
independent of the external index m so that in the difference relative to the
composite propagator these last lines of (3.9)–(3.12) cancel identically. There re-
mains the first part of (3.9)–(3.12), which is integrated from Λ0 downward and
which is irrelevant by induction. Thus, (3.40) applies in this case, too, saving

the factor C ′
5
‖m‖
Λ2θ to γ0 in any case. This factor thus appears in the integrand of

the subgraph of γ next larger than γ0. By iteration of the procedure we obtain

the additional factor C ′
5
‖m‖
Λ2θ in the integrand of the total graph γ with compos-

ite propagators, the Λ-degree of which being thus reduced by 2 compared with
the original graph γ. Since γ itself is a marginal graph according to the general
power-counting behaviour (3.39), the graph with composite propagator is irrel-
evant and according to Definition 1.1 to be integrated from Λ0 down to Λ. This
explains (3.35a).

3. Similarly, we conclude from the proof of (3.38) that the integrands of graphs γ
according to Definition 1.3 are marginal. In particular, we immediately confirm
(3.37b). For non-zero external indices we decompose the difference (3.37a) ac-
cording to (B.1) into graphs either with composite propagators (3.17a) bounded
by (3.28) or with composite propagators (3.17c)/(3.17d) bounded by (3.30). In
such a graph there are—apart from usual propagators with bound (3.21)/(3.22)—
two propagators with a1 + a2 = 1 in (3.24) and a composite propagator with
bound (3.28), or one propagator with a1 + a2 = 1 in (3.24) and one composite

propagator with bound (3.30). In both cases we get a total factor
‖m1+1

m2
n1+1

n2 ‖2
∞

(θΛ2)2

compared with a general planar two-point graph (3.39). The detailed discussion
of the subgraphs is similar as under 1.

2. Finally, we have to discuss graphs γ according to Definition 1.2. We first consider
the case that γ has constant index on each trajectory. It is then clear from the
proof of (3.39) that (in particular) at vanishing indices the graph γ is relevant,
which is expressed by (3.36b). Next, the difference (3.36c) of graphs can as in
(3.19) be written as a sum of graphs with one composite propagator (3.17a),
the bound of which is given by (3.28). After the treatment of subgraphs as de-
scribed under 1, the integrand of each term in the linear combination is marginal.
According to Definition 1.2 we have to integrate these terms from ΛR up to Λ
which agrees with the procedure in [12] and leads to (3.36c). Finally, according
to (B.3) and (B.4), the linear combination constituting the lhs of (3.36a) results
in a linear combination of graphs with either one propagator (3.17b) with bound
(3.29), or with two propagators (3.17a) with bound (3.28). A similar discussion
as under 1 then leads to (3.36a).
The second case is when one index component jumps once on a trajectory and
back. According to the proof of (3.38) the integrand of γ at vanishing external
indices is marginal. We regard it nevertheless as relevant using the inequality
1 ≤ (θΛ2)(θΛ2

R)−1, where (θΛ2
R)−1 is some number kept constant in our renor-
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malisation procedure. We now obtain (3.36b). Similarly, the integrand relative
to the difference (3.36c) would be irrelevant, but is considered as marginal via
the same trick. Finally, the linear combination constituting the lhs of (3.36a) is
according to (B.3) and (B.6)–(B.9) a linear combination of graphs having either
two propagators with a1 + a2 = 1 in (3.24) and a composite propagator with
bound (3.28), or one propagator with a1 + a2 = 1 in (3.24) and one composite
propagator (3.17c)/(3.17d) with bound (3.30). The discussion as before would

lead to an increased large-Λ degrees P 4V −N
3 instead of P 4V −N

2 in (3.36a), which

can be reduced to P 4V −N
2 according to (3.33).

This finishes the proof of Proposition 2. �

It is now important to realise [11] that the estimations (3.35)–(3.39) of Proposi-
tion 2 do not make any reference to the initial scale Λ0. Therefore, the estimations
(3.35)–(3.39), which give finite bounds for the interaction coefficients with finite
external indices, also hold in the limit Λ0 → ∞. This is the renormalisation of the
duality-covariant noncommutative φ4-model.

In numerical computations the limit Λ0 → ∞ is difficult to realise. Taking instead
a large but finite Λ0, it is then important to estimate the error and the rate of
convergence as Λ0 approaches ∞. This type of estimations is the subject of the
next section.

We finish this section with a remark on the freedom of normalisation conditions.
One of the most important steps in the proof is the integration procedure for the
Polchinski equation given in Definition 1. For presentational reasons we have chosen
the smallest possible set of graphs to be integrated from ΛR upward. This can easily
be generalised. We could admit in (3.9) any planar 1PI four-point graphs for which
the incoming index of each trajectory is equal to the outgoing index on that trajec-
tory, but with arbitrary jump along the trajectory. There is no change of the estima-

tion (3.35a), because (according to Proposition 2.4)
̂

Λ′ ∂
∂Λ′ A

(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ′]

is already irrelevant for these graphs, so is the difference in braces in (3.9). More-
over, integrating such an irrelevant graph according to the last line of (3.9) from ΛR

upward we obtain a bound 1
(Λ2

R
θ)

P 2V −2[ln Λ
ΛR

], which agrees with (3.35b), because

Λ2
Rθ is finite. Similarly, we can relax the conditions on the jump along the trajectory

in (3.10)–(3.12). We would then define the ρa[Λ, Λ0, ρ
0]-functions in (3.14) for that

enlarged set of graphs γ.
In a second generalisation we could admit one-particle reducible graphs in 1–3

of Definition 1 and even non-planar graphs with the same condition on the external
indices as in 1–3 of Definition 1. Since there is no difference in the power-counting
behaviour between non-planar graphs and planar graphs with large jump, the dis-
cussion is as before. However, the convergence theorem developed in the next section
cannot be adapted in an easy way to normalisation conditions involving non-planar
graphs.

In summary, the proposed generalisations constitute different normalisation con-
ditions of the same duality-covariant φ4-model. Passing from one normalisation to
another one is a finite re-normalisation. The invariant characterisation of our model
is its definition via four independent normalisation conditions for the ρ-functions so
that at large scales the effective action approaches (3.3).

4. The convergence theorem

In this section we prove the convergence of the coefficients of the effective action in
the limit Λ0 → ∞, relative to the integration procedure given in Definition 1. This



Renormalisation of φ4-theory on noncommutative R
4 in the matrix base 25

is a stronger result than the power-counting estimation of Proposition 2, which e.g.
would be compatible with bounded oscillations. Additionally, we identify the rate
of convergence of the interaction coefficients.

4.1. The Λ0-dependence of the effective action. We have to control the Λ0-
dependence which enters the effective action via the integration procedure of Def-
inition 1. There is an explicit dependence via the integration domain of irrelevant
graphs and an implicit dependence through the normalisation (3.16), which requires
a carefully adapted Λ0-dependence of ρ0

a. For fixed Λ = ΛR but variable Λ0 we con-
sider the identity

L[φ, ΛR, Λ′
0, ρ

0[Λ′
0]] − L[φ, ΛR, Λ′′

0 , ρ0[Λ′′
0 ]] ≡

∫ Λ′
0

Λ′′
0

dΛ0

Λ0

(

Λ0
d

dΛ0
L[φ, ΛR, Λ0, ρ

0[Λ0]]
)

=

∫ Λ′
0

Λ′′
0

dΛ0

Λ0

(

Λ0
∂L[φ, ΛR, Λ0, ρ

0]

∂Λ0
+

4
∑

a=1

Λ0
dρ0

a

dΛ0

∂L[φ, ΛR, Λ0, ρ
0]

∂ρ0
a

)

.

(4.1)

The model is defined by fixing the boundary condition for ρb at ΛR, i.e. by keeping
ρb[ΛR, Λ0, ρ

0] = constant:

0 = dρb[ΛR, Λ0, ρ
0] =

∂ρb[ΛR, Λ0, ρ
0]

∂Λ0
dΛ0 +

4
∑

a=1

∂ρb[ΛR, Λ0, ρ
0]

∂ρ0
a

dρ0
a

dΛ0
dΛ0 . (4.2)

Assuming that we can invert the matrix ∂ρb[ΛR,Λ0,ρ0]
∂ρ0

a
, which is possible in pertur-

bation theory, we get

dρ0
a

dΛ0
= −

4
∑

b=1

∂ρ0
a

∂ρb[ΛR, Λ0, ρ0]

∂ρb[ΛR, Λ0, ρ
0]

∂Λ0
. (4.3)

Inserting (4.3) into (4.1) we obtain

L[φ, ΛR, Λ′
0, ρ

0[Λ′
0]] − L[φ, ΛR, Λ′′

0 , ρ0[Λ′′
0 ]] =

∫ Λ′
0

Λ′′
0

dΛ0

Λ0
R[φ, ΛR, Λ0, ρ

0[Λ0]] , (4.4)

with

R[φ, Λ, Λ0, ρ
0] := Λ0

∂L[φ, Λ, Λ0, ρ
0]

∂Λ0

−
4

∑

a,b=1

∂L[φ, Λ, Λ0, ρ
0]

∂ρ0
a

∂ρ0
a

∂ρb[Λ, Λ0, ρ0]
Λ0

∂ρb[Λ, Λ0, ρ
0]

∂Λ0
. (4.5)

Following [10] we differentiate (4.5) with respect to Λ:

Λ
∂R

∂Λ
= Λ0

∂

∂Λ0

(

Λ
∂L

∂Λ

)

−
4

∑

a,b=1

∂

∂ρ0
a

(

Λ
∂L

∂Λ

)∂ρ0
a

∂ρb
Λ0

∂ρb

∂Λ0

+

4
∑

a,b,c,d=1

∂L

∂ρ0
a

∂ρ0
a

∂ρb

∂

∂ρ0
c

(

Λ
∂ρb

∂Λ

)∂ρ0
c

∂ρd
Λ0

∂ρd

∂Λ0
−

4
∑

a,b=1

∂L

∂ρ0
a

∂ρ0
a

∂ρb
Λ0

∂

∂Λ0

(

Λ
∂ρb

∂Λ

)

.

(4.6)
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We have omitted the dependencies for simplicity and made use of the fact that the
derivatives with respect to Λ, Λ0, ρ

0 commute. Using (3.1), with θ1 = θ2 ≡ θ, we
compute the terms on the rhs of (4.6):

Λ0
∂

∂Λ0

(

Λ
∂L[φ, Λ, Λ0, ρ

0]

∂Λ

)

=
∑

m,n,k,l

1

2
Λ

∂∆K
nm;lk(Λ)

∂Λ

(

2
∂L[φ, Λ, Λ0, ρ

0]

∂φmn

∂

∂φkl

(

Λ0
∂

∂Λ0
L[φ, Λ, Λ0, ρ

0]
)

− 1

(2πθ)2

[ ∂2

∂φmn ∂φkl

(

Λ0
∂

∂Λ0
L[φ, Λ, Λ0, ρ

0]
)]

φ

)

≡ M
[

L, Λ0
∂L

∂Λ0

]

. (4.7)

Similarly, we have

∂

∂ρ0
a

(

Λ
∂L[φ, Λ, Λ0, ρ

0]

∂Λ

)

= M
[

L,
∂L

∂ρ0
a

]

. (4.8)

For (4.6) we also need the function Λ0
∂

∂Λ0

(

Λ∂ρb

∂Λ

)

, which is obtained from (4.7) by

first expanding L on the lhs according to (3.4) and by further choosing the indices
at the A-coefficients according to (3.14). Applying these operations to the rhs of
(4.7), we obtain for U 7→ Λ0

∂L
∂Λ0

or U 7→ ∂L
∂ρ0

a
the expansions

M [L, U ] =

∞
∑

N=2

∑

mi,ni∈N2

1

N !
Mm1n1;...;mN nN

[L, U ]φm1n1
· · ·φmN nN

(4.9)

and the projections

M1[L, U ] :=
∑

γ as in Def. 1.2

Mγ
0
0

0
0 ; 00

0
0

[L, U ] , (4.10a)

M2[L, U ] :=
∑

γ as in Def. 1.2

(

Mγ
1
0

0
0 ; 00

1
0

[L, U ] − Mγ
0
0

0
0 ; 00

0
0

[L, U ]
)

, (4.10b)

M3[M, U ] :=
∑

γ as in Def. 1.3

(

− Mγ
1
0

1
0 ; 00

0
0

[L, U ]
)

, (4.10c)

M4[L, U ] :=
∑

γ as in Def. 1.1

Mγ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[L, U ] . (4.10d)

Since the graphs γ in (4.10) are one-particle irreducible, only the third line of (4.7)
can contribute8 to Ma. Using (4.7), (4.8) and (4.10) as well as the linearity of
M [L, U ] in the second argument we can rewrite (4.6) as

Λ
∂R

∂Λ
= M [L, R] −

4
∑

a=1

∂L

∂ρa
Ma[L, R] , (4.11)

where the function

∂L

∂ρa
[Λ, Λ0, ρ

0] :=
4

∑

b=1

∂L[Λ, Λ0, ρ
0]

∂ρ0
b

∂ρ0
b

∂ρa[Λ, Λ0, ρ0]
(4.12)

8 If one-particle reducible graphs are included in the normalisation conditions as discussed at
the end of Section 3, also the second line of (4.7) must be taken into account.



Renormalisation of φ4-theory on noncommutative R
4 in the matrix base 27

scales according to

Λ
∂

∂Λ

( ∂L

∂ρa

)

= M
[

L,
∂L

∂ρa

]

−
4

∑

b=1

∂L

∂ρb
Mb

[

L,
∂L

∂ρa

]

, (4.13)

as a similar calculation shows.
Next, we also expand (4.5) and (4.12) as power series in the coupling constant:

∂L

∂ρa
[φ, Λ, Λ0, ρ

0]

=

∞
∑

V =0

λV
2V +4
∑

N=2

(2πθ)
N
2 −2

N !

∑

mi,ni

Ha(V )
m1n1;...;mN nN

[Λ, Λ0, ρ
0]φm1n1

· · ·φmN nN
, (4.14)

R[φ, Λ, Λ0, ρ
0]

=

∞
∑

V =1

λV
2V +2
∑

N=2

(2πθ)
N
2 −2

N !

∑

mi,ni

R(V )
m1n1;...;mN nN

[Λ, Λ0, ρ
0]φm1n1

· · ·φmN nN
. (4.15)

The differential equations (4.13) and (4.11) can now with (4.9) and (4.10) be written
as

Λ
∂

∂Λ
Ha(V )

m1n1;...;mN nN
[Λ, Λ0, ρ

0]

=

{ N
∑

N1=2

V
∑

V1=1

∑

m,n,k,l

Qnm;lk(Λ)A(V1)
m1n1;...;mN1−1nN1−1;mn[Λ]H

a(V −V1)
mN1

nN1
;...;mN nN ;kl[Λ]

+
(

(

N

N1−1

)

− 1
)

permutations

}

−
∑

m,n,k,l

1

2
Qnm;lk(Λ)H

a(V )
m1n1;...;mN nN ;mn;kl[Λ]

−
V

∑

V1=0

H1(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.2]

−
V

∑

V1=0

H2(V −V1)
m1n1;...;mN nN

[Λ]

×
{

−1

2

∑

m,n,k,l

Qnm;lk(Λ)
(

H
a(V1)
1
0

0
0 ; 00

1
0 ;mn;kl

[Λ] − H
a(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

}

[Def. 1.2]

+

V
∑

V1=0

H3(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
1
0

1
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.3]

−
V

∑

V1=1

H4(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.1]

,

(4.16)

Λ
∂

∂Λ
R(V )

m1n1;...;mN nN
[Λ, Λ0, ρ

0]

=

{ N
∑

N1=2

V −1
∑

V1=1

∑

m,n,k,l

Qnm;lk(Λ)A(V1)
m1n1;...;mN1−1nN1−1;mn[Λ]R

(V −V1)
mN1

nN1
;...;mN nN ;kl[Λ]

+
(

(

N

N1−1

)

− 1
)

permutations

}

−
∑

m,n,k,l

1

2
Qnm;lk(Λ)R

(V )
m1n1;...;mN nN ;mn;kl[Λ]
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−
V

∑

V1=1

H1(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.2]

−
V

∑

V1=1

H2(V −V1)
m1n1;...;mN nN

[Λ]

×
{

−1

2

∑

m,n,k,l

Qnm;lk(Λ)
(

R
(V1)
1
0

0
0 ; 00

1
0 ;mn;kl

[Λ] − R
(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

}

[Def. 1.2]

+
V

∑

V1=1

H3(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
1
0

1
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.3]

−
V

∑

V1=1

H4(V −V1)
m1n1;...;mN nN

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.1]

.

(4.17)

We have used several times symmetry properties of the expansion coefficients and
of the propagator and the fact that to the 1PI projections (4.10) only the last line
of (4.9) can contribute. By {. . . }[Def. 1.?.] we understand the restriction to H-graphs
and R-graphs, respectively, which satisfy the index criteria on the trajectories as
given in Definition 1. The H-graphs will be constructed later in Section 4.2. The
R-graphs are in their structure identical to the previously considered graphs for the
A-functions, but have a different meaning. See Section 4.4.

4.2. Initial data and graphs for the auxiliary functions. Next, we derive the bounds
for the H-functions. Inserting (3.3) into the definition (4.12) we obtain immediately
the initial condition at Λ = Λ0:

H1(V )
m1n1;...;mN nN

[Λ0, Λ0, ρ
0] = δN2δ

V 0δn1m2
δn2m1

, (4.18)

H2(V )
m1n1;...;mN nN

[Λ0, Λ0, ρ
0] = δN2δ

V 0(m1
1+n1

1+m2
1+n2

1)δn1m2
δn2m1

, (4.19)

H3(V )
m1n1;...;mN nN

[Λ0, Λ0, ρ
0]

= −δN2δ
V 0

(

(

√

n1
1m

1
1δn1

1,m1
2+1δn1

2+1,m1
1
+

√

n1
2m

1
2δn1

1,m1
2−1δn1

2−1,m1
1

)

δn2
1,m2

2
δn2

2,m2
1

+ (
√

n2
1m

2
1δn2

1,m2
2+1δn2

2+1,m2
1

+
√

n2
2m

2
2δn2

1,m2
2−1δn2

2−1,m2
1
)δn1

1,m1
2
δn1

2,m1
1

)

, (4.20)

H4(V )
m1n1;...;mN nN

[Λ0, Λ0, ρ
0] = δN4δ

V 0
(1

6
δn1m2

δn2m3
δn3m4

δn4m1
+ 5 permutations

)

.

(4.21)

We first compute H
a(0)
m1n1;...;m4n4 [Λ] for a ∈ {1, 2, 3}. Since there is no 6-point

function at order 0 in V , the differential equation (4.16) reduces to

Λ
∂H

a(0)
m1n1;...;m4n4 [Λ]

∂Λ

=

3
∑

b=1

∑

m,n,k,l,m′,n′,k′,l′

Cm′n′;k′l′

b Hb(0)
m1n1;...;m4n4

[Λ]
(

Qnm;lk(Λ)H
a(0)
m′n′;k′l′;mn;kl[Λ]

)

,

(4.22)
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for certain coefficients Cm′n′;k′l′

b . The solution is due to (3.6) given by

Ha(0)
m1n1;...;m4n4

[Λ] = Ha(0)
m1n1;...;m4n4

[Λ0]

+
3

∑

b=1

∑

m,n,k,l,m′,n′,k′,l′

Cm′n′;k′l′

b Hb(0)
m1n1;...;m4n4

[Λ0]

×
(

(

∆K
nm;lk(Λ) − ∆K

nm;lk(Λ0)
)

H
a(0)
m′n′;k′l′;mn;kl[Λ0]

)

+

3
∑

b=1

∑

m,n,k,l,m′,n′,k′,l′

Cm′n′;k′l′

b Hb(0)
m1n1;...;m4n4

[Λ0]

×
(

(

∆K
nm;lk(Λ) − ∆K

nm;lk(Λ0)
)

×
3

∑

b′=1

∑

m′′,n′′,k′′,l′′,m′′′,n′′′,k′′′,l′′′

Cm′′′n′′′;k′′′l′′′

b′ H
b′(0)
m′n′;k′l′;mn;kl[Λ0]

)

×
(

(

∆K
n′′m′′;l′′k′′(Λ) − ∆K

n′′m′′;l′′k′′(Λ0)
)

H
a(0)
m′′′n′′′;k′′′l′′′;m′′n′′;k′′l′′ [Λ0]

)

+ . . . . (4.23)

With the initial conditions (4.18)–(4.20) we get

Ha(0)
m1n1;...;m4n4

[Λ, Λ0, ρ
0] ≡ 0 for a ∈ {1, 2, 3} . (4.24)

Inserting (4.24) into the rhs of (4.16) we see that H
a(0)
m1n1;m2n2 for a ∈ {1, 2, 3}

and H
4(0)
m1n1;...;m4n4 are constant, which means that the relations (4.18)–(4.21) hold

actually at any value Λ and not only at Λ = Λ0.
We need a graphical notation for the H-functions. We represent the base func-

tions (4.18)–(4.21), valid for any Λ, as follows:

H
1(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ] = // ◦oo ◦ oo◦
//◦

m1

m2
m1

m2

n1

n2
n1

n21

(4.25)

H
2(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ] = // ◦oo ◦ oo◦
//◦

m1

m2
m1

m2

n1

n2
n1

n22

(4.26)

H
3(0)
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ] = // ⊲oo ⊲ oo⊲

//⊲

m1+1

m2
m1

m2

n1+1

n2
n1

n231

(4.27)

H
4(0)
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ] =
1

6
��

◦

??

◦
��

◦
__

◦

??

◦

��

◦

__

◦
��

◦m1

m2

n1

n2

k1

k2

l1

l2

+ 5 permutations . (4.28)

The special vertices stand for some sort of hole into which we can insert planar two-
or four-point functions at vanishing external indices. However, the graph remains
connected at these holes, in particular, there is index conservation at the hole ◦◦
and a jump by 1

0 or 0
1 at the hole ⊲⊲.

By repeated contraction with A-graphs and self-contractions we build out of
(4.25)–(4.28) more complicated graphs with holes. We use this method to compute
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H
4(0)
m1n1;m2n2 [Λ]. In this case, we need the planar and non-planar self-contractions of

(4.28):

∑

m,n,k,l

Qmn;klH
4(0)
m1n1;m2n2;mn;kl

=
∑

l













1

3

��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

n1
m2

n2

l +
1

3
◦◦◦◦

??

◦

��

◦

__

◦
��

◦
n1

m1
n2

m2

l













+
1

3

��

◦

??

◦◦◦

??

◦

��

◦◦◦
m1

n1

m2

n2

(4.29)

These contractions correspond (with a factor −1
2 ) to last term in the third line of

(4.16), for a = 4 and N = 2. We also have to subtract (again up to the factor −1
2 )

the fourth to last lines of (4.16). For instance, the fourth line amounts to insert
the planar graphs of (4.29) with m1 = n1 = m2 = n2 = 0

0 into (4.25). The total
contribution to the rhs of (4.16) corresponding to the first graph in (4.29), with

m1 = n2 = m1

m2 and n1 = m2 = n1

n2 , reads

∑

l























1

3

��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

n1

n2

m1

m2

l1

l2 − 1

3

��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2 − 1

3
m1













��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

1
0

1
0

n1

n2

m1

m2

l1

l2 −

��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2













−1

3
m2













��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

0
1

0
1

n1

n2

m1

m2

l1

l2 −

��

◦

??

◦
��

◦
__

◦◦
◦◦◦

m1

m2

0
0

0
0

n1

n2

m1

m2

l1

l2



































=

��

◦

??

◦
��

◦
__

◦
��

����
��
"
�

1
�

E
�

Q
�

Y�_�e�m�y��
��)�

3�8� =�
◦◦◦◦

m1

m2

n1

n2

m1

m2

l1

l2 (4.30)

The second graph in the first line of (4.30) corresponds to the fourth line of (4.16).
The second line of (4.30) represents the fifth/sixth lines of (4.16), undoing the sym-
metry properties of the upper and lower component used in (4.16). The difference

of graphs corresponding to the n1

n2 component vanishes, because the value of the

graph is independent of n1

n2 . There is no planar contribution from the last two lines
of (4.16). In total, we get the projection (3.29) to the irrelevant part of the graph.
The same procedure leads to the irrelevant part of the second graph in (4.29).

With these considerations, the differential equation (4.16) takes for N = 2 and
a = 4 the form

Λ
∂

∂Λ
H4(0)

m1n1;m2n2
[Λ] = −1

6
δn1m2

δn2m1

(

∑

l∈N2

Q(1)
n1l;ln1

(Λ) +
∑

l∈N2

Q(1)
n2l;ln2

(Λ)
)

− 1

6
Qm1n1;m2n2

(Λ) . (4.31)
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The first line comes from the planar graphs in (4.29) and the subtraction terms
according to (4.30), whereas the second line of (4.31) is obtained from the last (non-
planar) graph in (4.29). Using the initial condition (4.21) at Λ = Λ0, the bounds
(3.21) and (3.29) combined with the volume factor (C2θΛ

2)2 for the l-summation
we get

|H4(0)
m1n1;m2n2

[Λ]| ≤ C
(

‖m1‖2
∞ + ‖n1‖2

∞
)

ΩθΛ2
δn1m2

δn2m1
+

C0

ΩθΛ2
δn1m2

δn2m1
. (4.32)

It is extremely important here that the irrelevant projection Q(1)
nl;ln and not the

propagator Qnl;ln itself appears in the first line of (4.31).

4.3. The power-counting behaviour of the auxiliary functions. The example suggests
that similar cancellations of relevant and marginal parts appear in general, too.
Thus, we expect all H-functions to be irrelevant. This is indeed the case:

Proposition 3 Let γ be a ribbon graph with holes having N external legs, V
vertices, V e external vertices and segmentation index ι, which is drawn on a
genus-g Riemann surface with B boundary components. Then, the contribution

H
a(V,V e,B,g,ι)γ
m1n1;...;mN nN of γ to the expansion coefficient of the auxiliary function of a duality-

covariant φ4-theory on R4
θ in the matrix base is bounded as follows:

1. For γ according to Definition 1.1 we have

∣

∣

∣

∑

γ as in Def. 1.1

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(

θΛ2
)−δ1a

P 4V −2+2δa4

1−δV 0

[ m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

θΛ2

]

( 1

Ω

)3V −1+δa4−V e

× P 2V −1+δa4
[

ln
Λ

ΛR

]

, (4.33)

where all vertices on the trajectories contribute to V e.
2. For γ according to Definition 1.2 we have

∣

∣

∣

∑

γ as in Def. 1.2

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(

θΛ2
)1−δ1a

P 4V +2δa4

2−δV 0(2δa1+δa2)

[ m1

m2
n1

n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V +δa4−V e

P 2V +δa4
[

ln
Λ

ΛR

]

,

(4.34)

where all vertices on the trajectories contribute to V e.
3. For γ according to Definition 1.3 we have

∣

∣

∣

∑

γ as in Def. 1.3

H
a(V,V e,1,0,0)
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(

θΛ2
)1−δ1a

P 4V +2δa4

2−δV 0

[ m1+1
m2

n1+1
n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V +δa4−V e

P 2V +δa4
[

ln
Λ

ΛR

]

,

(4.35)

where all vertices on the trajectories contribute to V e.
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4. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on
one distinguished boundary component and a second set T ′ of summed trajectories
on that boundary component, we have
∑

Es

∑

Et′

∣

∣Ha(V,V e,B,0,ι)γ
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(

θΛ2
)(2−δ1a−N

2 )+2(1−B)
P 4V +2+2δa4−N
(

2t′+
P

−−−−−→
njo[nj ]∈T

min(2, 1
2 〈

−−−−−→
njo[nj ]〉)

)

[

m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3V −N
2 +δa4+B−V e−ι+s+t′

P 2V +1+δa4−N
2

[

ln
Λ

ΛR

]

. (4.36)

The number of summations is now restricted by s + t′ ≤ V e+ι.
5. If γ is a non-planar graph or a graph with N > 4 external legs, we have

∑

Es

∣

∣Ha(V,V e,B,g,ι)
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(

θΛ2
)(2−δa1−N

2 )+2(1−B−2g)
P 4V +2+2δa4−N

0

[

m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3V −N
2 +δa4+B+2g−V e−ι+s

P 2V +1+δa4−N
2

[

ln
Λ

ΛR

]

. (4.37)

The number of summations is now restricted by s ≤ V e+ι.

Proof. The Proposition will be proven by induction upward in the number V of
vertices and for given V downward in the number N of external legs.

5. Taking (3.33) into account, the estimations (4.33)–(4.36) are further bound by
(4.37). In particular, the inequality (4.37) correctly reproduces the bounds for
V = 0 derived in Section 4.2. By comparison with (3.39), the estimation (4.37)
follows immediately for the H-linear parts on the rhs of (4.16) which contribute

to the integrand of H
a(V,V e,B,g,ι)
m1n1;...;mN nN [Λ]. Since planar two- and four-point functions

are preliminarily excluded, the Λ-integration (from Λ0 down to Λ) confirms (4.37)
for those contributions which arise from H-linear terms on the rhs of (4.16) that
are non-planar or have N > 4 external legs.
We now consider in the H-bilinear part on the rhs of (4.16) the contributions of
non-planar graphs or graphs with N > 4 external legs. We start with the fourth
line in (4.16), with the first term being a non-planar H-function which (apart
from the number of vertices and the hole label a) has the same topological data
as the total H-graph to estimate. From the induction hypothesis it is clear that
the term in braces { } is bounded by the planar unsummed version (B1 = 1, g1 =
0, ι1 = 0, s1 = 0) of (4.36), with N1 = 2 and T = T ′ = ∅, and with a reduction
of the degree of the polynomial in ln Λ

ΛR
by 1:

∣

∣

∣

∣

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
}

Def. 1.2

∣

∣

∣

∣

≤
(

θΛ2
)(1−δa1)

( 1

Ω

)3V1+δa4−V e
1

P 2V1−1+δa4
[

ln
Λ

ΛR

]

, (4.38a)

∑

Es

∣

∣H1(V −V1,V e,B,g,ι)
m1n1;...;mN nN

[Λ]
∣

∣

≤
(

θΛ2
)(1−N

2 )+2(1−B−2g)
P

4(V −V1)+2−N
0

[m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3(V −V1)−N
2 +B+2g−V e−ι+s

P 2(V −V1)+1−N
2

[

ln
Λ

ΛR

]

. (4.38b)
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We can ignore the term P a
b [ ], see (3.32), in (4.38a) because the external indices

of that part are zero. In the first step we exclude a = 4 so that the sum over V1 in
(4.16) starts due to (4.18)–(4.20) at V1 = 1. For V1 = V there is a contribution to
(4.38b) with N = 2 only, where (4.38a) can be regarded as known by induction.
Since the factor ( 1

Ω )−V e
1 can safely be absorbed in the polynomial P [ln Λ

ΛR
],

the product of (4.38a) and (4.38b) confirms the bound (4.37) for the integrand
under consideration, preliminarily for a 6= 4. In the next step we repeat the
argumentation for a = 4, where (4.38b), with V1 = 0, is known from the first
step.
Second, we consider the fifth/sixth lines in (4.16). The difference of functions in
braces { } involves graphs with constant index along the trajectories. We have
seen in Section 3.3 that such a difference can be written as a sum of graphs each
having a composite propagator (3.28) at a trajectory. As such the (θΛ2)-degree
of the part in braces { } is reduced9 by 1 compared with planar analogues of
(4.37) for N = 2. The difference of functions in braces { } involves also graphs
where the index along one of the trajectories jumps once by 1

0 or 0
1 and back.

For these graphs we conclude from (3.24) (and the fact that the maximal index
along the trajectory is 2) that the (θΛ2)-degree of the part in braces { } is also
reduced by 1:

∣

∣

∣

∣

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)
(

H
a(V1)
1
0

0
0 ; 00

1
0 ;mn;kl

[Λ] − H
a(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)}

[Def. 1.2]

∣

∣

∣

∣

≤
(

θΛ2
)(−δa1)

( 1

Ω

)3V1+δa4(1−V e
1 )

P 2V1−1+δa4
[

ln
Λ

ΛR

]

, (4.39a)

∑

Es

∣

∣H2(V −V1,V e,B,g,ι)
m1n1;...;mN nN

[Λ]
∣

∣

≤
(

θΛ2
)(2−N

2 )+2(1−B−2g)
P

4(V −V1)+2−N
0

[m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3(V −V1)−N
2 +1+B+2g−V e−ι+s

P 2(V −V1)+1−N
2

[

ln
Λ

ΛR

]

. (4.39b)

Again we have to exclude a = 4 in the first step, which then confirms the bound
(4.37) for the integrand under consideration. In the second step we repeat the
argumentation for a = 4.
Third, the discussion of the seventh line of (4.16) is completely similar, because
there the index on each trajectory jumps once by 1

0 or 0
1 . This leads again to

a reduction by 1 of the (θΛ2)-degree of the part in braces { } compared with
planar analogues of (4.37) for N = 2.
Finally, the part in braces in the last line of (4.16) can be estimated by a planar
N = 4 version of (4.37), again with a reduction by 1 of the degree of P [ln Λ

ΛR
]:

∣

∣

∣

∣

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V1)
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0 ;mn;kl

[Λ]
}

[Def. 1.1]

∣

∣

∣

∣

≤
(

θΛ2
)−δa1( 1

Ω

)3V1−1+δa4−V e
1

P 2V1−2+δa4
[

ln
Λ

ΛR

]

, (4.40a)

9 The origin of the reduction is the term P a
b

[ ] introduced in (3.32), with b = 1 in presence of
a composite propagator (3.28). The argument in the brackets of P a

b
[ ] is the ratio of the maximal

external index to the reference scale θΛ2. Since the maximal index along the trajectory is 1, we
can globally estimate in this case P a

1 [ ] by a constant times (θΛ2)−1.
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∑

Es

∣

∣H4(V −V1,B,g,V e,ι)
m1n1;...;mN nN

[Λ]
∣

∣

≤
(

θΛ2
)(2−N

2 )+2(1−B−2g)
P

4(V −V1)+4−N
0

[m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3(V −V1)−N
2 +1+B+2g−V e−ι+s

P 2(V −V1)+2−N
2

[

ln
Λ

ΛR

]

. (4.40b)

We confirm again the bound (4.37) for the integrand under consideration.
Since we have assumed that the total H-graph is non-planar or has N > 4
external legs, the integrand (4.37) is irrelevant so that we obtain after integration
from Λ0 down to Λ (and use of the initial conditions (4.18)–(4.21)) the same
bound (4.37) for the graph, too.

4. According to Section 4.2, the inequality (4.36) is correct for V = 0. By com-
parison with (3.38), the estimation (4.36) follows immediately for the H-linear

parts on the rhs of (4.16) which contribute to the integrand of H
a(V,V e,B,g,ι)
m1n1;...;mN nN [Λ].

Excluding planar two- and four-point functions with constant index on the tra-
jectory or with limited jump according to 1–3 of Definition 1, the Λ-integration
confirms (4.36) for those contributions which arise from H-linear terms on the
rhs of (4.16) that correspond to subgraphs of planar graphs (subject to the above
restrictions). The proof of (4.36) for the H-bilinear terms in (4.16) is completely
analogous to the non-planar case. We only have to replace (4.38b), (4.39b) and
(4.40b) by the adapted version of (4.36). In particular, the distinguished trajec-
tory with its subsets T, T ′ of indices comes exclusively from the (4.36)-analogues
of (4.38b), (4.39b) and (4.40b) and not from the terms in braces in (4.16).

1. We first consider a 6= 4. Then, according to (4.18)–(4.20) we need V ≥ 1 in order
to have a non-vanishing contribution to (4.33). Since according to Definition 1.1
the index along each trajectory of the (planar) graph γ is constant, we have

Ha(V,V e,1,0,0)γ
m1n1;m2n2;m3n3;m4n4

[Λ] =
1

6
Ha(V,V e,1,0,0)

m1m2;m2m3;m3m4;m4n1
[Λ] + 5 permutations .

(4.41)

Then, using (4.18)–(4.21) and the fact that γ is 1PI, the differential equation
(4.16) reduces to

Λ
∂

∂Λ

(

∑

γ as in Def. 1.1

Ha(V,V e,1,0,0)γ
m1n1;m2n2;m3n3;m4n4

[Λ, Λ0, ρ
0]

)

a6=4

=

(

− 1

12

{

∑

m,n,k,l

Qnm;lk(Λ)
(

H
a(V,V e,B,0,ι)
m1m2;m2m3;m3m4;m4n1;mn;kl[Λ]

− H
a(V,V e,B,0,ι)
00;00;00;00;mn;kl[Λ]

)

}

[Def. 1.1]

+ 5 permutations

)

+ the 4th to last lines of (4.16) with

V
∑

V1=0

7→
V −1
∑

V1=1

. (4.42)

Here, the term H
a(V,V e,B,0,ι)
00;00;00;00;mn;kl[Λ] in the second line of (4.42) comes from the

(V1 = V )-contribution of the last line in (4.16), together with (4.21). In the
same way as in Section 3.3 we conclude that the second line of (4.42) can be
written as a linear combination of graphs having a composite propagator (3.17a)
on one of the trajectories. As such we have to replace the bound (3.22) relative
to the contribution of an ordinary propagator by (3.28). For the total graph
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this amounts to multiply the corresponding estimation (4.36) of ordinary H-

graphs with N = 4 by a factor max ‖mi‖
θΛ2 , which yields the subscript 1 of the part

P 4V −2+2δa4

1 [ ] of the integrand (4.33), for the time being restricted to the second
line of (4.42). Since the resulting integrand is irrelevant, we also obtain (4.33)
after Λ-integration from Λ0 down to Λ. Clearly, this is the only contribution for
V = 1 so that (4.33) is proven for V = 1 and a 6= 4.
In the second step we use this result to extend the proof to V = 1 and a = 4.
Now the differential equation (4.16) reduces to the second line of (4.42), with
a = 4, and the fourth to sixth lines of (4.16) with V = 1 and V1 = 0. There is
no contribution from the seventh line of (4.16) for V1 = 0, because the part in
braces would be non-planar, which is excluded in Definition 1.3. Inserting (4.21)
we obtain the composite propagator (3.17b) in the part in braces { } of the fifth
line of (4.16). Together with (4.33) for V = 1 and a 6= 4 already proven we verify
the integrand (4.33) for V = 1 and a = 4. After Λ-integration we thus obtain
(4.33) for V = 1 and any a.
This allows us to use (4.33) as induction hypothesis for the remaining contri-
butions in the last line of (4.42). This is similar to the procedure in 5, we only
have to replace (4.38b), (4.39b) and (4.40b) by the according parametrisation of
(4.33). We thus prove (4.33) to all orders.

2. We first consider a 6= 4. Then, according to (4.18)–(4.20) only terms with V1 ≥ 1
contribute to (4.16). Using (4.18)–(4.21) and the fact that γ is 1PI, the differential
equation (4.16) reduces to

Λ
∂

∂Λ

(

∑

γ as in Def. 1.2

H
a(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ
0]

)

a6=4

= −1

2

{

∑

m,n,k,l

Qnm;lk(Λ)
(

H
a(V,V e,B,0,ι)
m1

m2
n1

n2 ; n1

n2
m1

m2 ;mn;kl
[Λ] − H

a(V,V e,B,0,ι)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]

− m1
(

H
a(V,V e,B,0,ι)
1
0

0
0 ; 00

1
0 ;mn;kl

[Λ] − H
a(V,V e,B,0,ι)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

− n1
(

H
a(V,V e,B,0,ι)
0
0

1
0 ; 10

0
0 ;mn;kl

[Λ] − H
a(V,V e,B,0,ι)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

− m2
(

H
a(V,V e,B,0,ι)
0
1

0
0 ; 00

0
1 ;mn;kl

[Λ] − H
a(V,V e,B,0,ι)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

− n2
(

H
a(V,V e,B,0,ι)
0
0

0
1 ; 01

0
0 ;mn;kl

[Λ] − H
a(V,V e,B,0,ι)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

)

}

[Def. 1.2]

(4.43a)

− H
4(0)
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ]

{

− 1

2

∑

m,n,k,l

Qnm;lk(Λ)H
a(V )
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.1]

(4.43b)

+ the 4th to last lines of (4.16) with

V
∑

V1=0

7→
V −1
∑

V1=1

. (4.43c)

If the graphs have constant indices along the trajectories, we conclude in the same
way as in Appendix B.1 that the part (4.43a) can be written as a linear combi-
nation of graphs having either a composite propagator (3.17b) or two composite
propagators (3.17a) on the trajectories. As such we have to replace the bound
(3.22) relative to the contribution of an ordinary propagator by (3.29) or twice
(3.22) by (3.28). For the total graph this amounts to multiply the corresponding

estimation (4.36) of ordinary H-graphs with N = 2 by a factor
(max(mr,nr)

θΛ2

)2
,

which yields the subscript 2 of the part P 4V +2δa4

2 [ ] of the integrand (4.34), for
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the time being restricted to the part (4.43a). For graphs with index jump in
Definition 1.2 we obtain according to Appendix B.1 the same improvement by
(max(mr,nr)

θΛ2

)2
. Next, the product of (4.32) with (4.40a) gives for (4.43b) the same

bound (4.34) for the integrand. Since the resulting integrand is irrelevant, we also
obtain (4.34) after Λ-integration. Clearly, this is the only contribution for V = 1
so that (4.34) is proven for V = 1 and a 6= 4.
In the second step we use this result to extend the proof to V = 1 and a = 4. Now
the differential equation (4.16) reduces to the sum of (4.43a) and (4.43b), with
a = 4, and the fourth to sixth lines of (4.16) with V = 1 and V1 = 0. There is
again no contribution of the seventh line of (4.16) for V1 = 0. Inserting (4.21) we
obtain the composite propagators (3.17b) in the fifth/sixth lines of (4.16), which
together with (4.34) for V = 1 and a 6= 4 already proven verifies the integrand
(4.34) for V = 1 and a = 4. After Λ-integration we thus obtain (4.34) for V = 1
and any a.
This allows us to use (4.34) as induction hypothesis for the remaining contribu-
tions (4.43c) for V > 1. This is similar to the procedure in 5, we only have to
replace (4.38b), (4.39b) and (4.40b) by the according parametrisation of (4.34).
We thus prove (4.34) to all orders.

3. The proof of (4.35) is performed along the same lines as the proof of (4.33) and

(4.34). There is one factor max(mr,nr)
θΛ2 from 〈−−−−→n1o[n1]〉 + 〈−−−−→n2o[n2]〉 = 2 in (4.36)

and a second factor from the composite propagator (3.28) or (3.30) appearing
according to Appendix B.1 in the (V1 = V )-contribution to (4.16).

This finishes the proof of Proposition 3. �

4.4. The power-counting behaviour of the Λ0-varied functions. The estimations in
Propositions 2 and 3 allow us to estimate the R-functions by integrating the dif-
ferential equation (4.17). Again, the R-functions are expanded in terms of ribbon
graphs. Let us look at R-ribbon graphs of the type described in Definition 1.1. Since
∑

γ as in Def. 1.1 A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ
0] ≡ ρ4[Λ, Λ0, ρ

0], we can rewrite the expan-

sion coefficients of (4.5) as follows:

∑

γ as in Def. 1.1

R
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ
0]

= Λ0
∂

∂Λ0

∑

γ as in Def. 1.1

(

A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ
0]

− A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

−
4

∑

a,b=1

∂

∂ρ0
a

∑

γ as in Def. 1.1

(

A
(V )γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ
0]

− A
(V )γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

× ∂ρ0
a

∂ρb[Λ, Λ0, ρ0]
Λ0

∂

∂Λ0
ρb[Λ, Λ0, ρ

0] . (4.44)

This means that (by construction) only the (Λ0, ρ
0)-derivatives of the projection

to the irrelevant part (3.35a) of the planar four-point function contributes to R.
Similarly, only the (Λ0, ρ

0)-derivatives of the irrelevant parts (3.36a) and (3.37a) of
the planar two-point function contribute to R. According to the initial condition
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(3.3), these projections and the other functions given in Definition 1.4 vanish at
Λ = Λ0 independently of Λ0 or ρ0

a:

0 = Λ0
∂

∂Λ0

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ0, Λ0, ρ
0]

− A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)∣

∣

∣

γ as in Def. 1.1

=
∂

∂ρ0
a

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ0, Λ0, ρ
0]

− A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)∣

∣

∣

γ as in Def. 1.1
, (4.45a)

0 = Λ0
∂

∂Λ0

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

− m1
(

A
(V,V e,1,0,0)γ
1
0

0
0 ; 00

1
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− n1
(

A
(V,V e,1,0,0)γ
0
0

1
0 ; 10

0
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− m2
(

A
(V,V e,1,0,0)γ
0
1

0
0 ; 00

0
1

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− n2
(

A
(V,V e,1,0,0)γ
0
0

0
1 ; 01

0
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

)∣

∣

∣

γ as in Def. 1.2

=
∂

∂ρ0
a

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

− m1
(

A
(V,V e,1,0,0)γ
1
0

0
0 ; 00

1
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− n1
(

A
(V,V e,1,0,0)γ
0
0

1
0 ; 10

0
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− m2
(

A
(V,V e,1,0,0)γ
0
1

0
0 ; 00

0
1

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

− n2
(

A
(V,V e,1,0,0)γ
0
0

0
1 ; 01

0
0

[Λ0, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)

)∣

∣

∣

γ as in Def. 1.2
,

(4.45b)

0 = Λ0
∂

∂Λ0

(

A
(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)∣

∣

∣

γ as in Def. 1.3

=
∂

∂ρ0
a

(

A
(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0 ; 00

0
0

[Λ0, Λ0, ρ
0]

)∣

∣

∣

γ as in Def. 1.3
, (4.45c)

0 = Λ0
∂

∂Λ0
A(V,V e,B,g,ι)γ

m1n1;...;mN nN
[Λ0, Λ0, ρ

0]
∣

∣

∣

γ as in Def. 1.4

=
∂

∂ρ0
a

A(V,V e,B,g,ι)γ
m1n1;...;mN nN

[Λ0, Λ0, ρ
0]

∣

∣

∣

γ as in Def. 1.4
. (4.45d)

The Λ0-derivative at Λ = Λ0 has to be considered with care:

0 = Λ0
∂

∂Λ0
A(V,V e,B,g,ι)γ

m1n1;...;mN nN
[Λ0, Λ0, ρ

0]

=
(

Λ
∂

∂Λ
A(V,V e,B,g,ι)γ

m1n1;...;mN nN
[Λ, Λ0, ρ

0]
)

Λ=Λ0

+
(

Λ0
∂

∂Λ0
A(V,V e,B,g,ι)γ

m1n1;...;mN nN
[Λ, Λ0, ρ

0]
)

Λ=Λ0

,

(4.46)
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and similarly for (4.45a)–(4.45c). Inserting (4.44), (4.45), (4.46) and according for-
mulae into the Taylor expansion of (4.5) we thus have

∑

γ as in Def. 1.1

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ0, Λ0, ρ
0]

= −
∑

γ as in Def. 1.1

(

Λ
∂

∂Λ

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ
0]

− A
(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

)

Λ=Λ0

, (4.47a)

∑

γ as in Def. 1.2

R
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0]

= −
∑

γ as in Def. 1.2

(

Λ
∂

∂Λ

(

A
(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

− m1
(

A
(V,V e,1,0,0)γ
1
0

0
0 ; 00

1
0

[Λ, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

− n1
(

A
(V,V e,1,0,0)γ
0
0

1
0 ; 10

0
0

[Λ, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

− m2
(

A
(V,V e,1,0,0)γ
0
1

0
0 ; 00

0
1

[Λ, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

− n2
(

A
(V,V e,1,0,0)γ
0
0

0
1 ; 01

0
0

[Λ, Λ0, ρ
0] − A

(V,V e,1,0,0)γ
0
0

0
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

)

)

Λ=Λ0

, (4.47b)

∑

γ as in Def. 1.3

R
(V,2,1,0,0)γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ0, Λ0, ρ
0]

= −
∑

γ as in Def. 1.3

(

Λ
∂

∂Λ

(

A
(V,V e,1,0,0)γ
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ
0]

−
√

(m1+1)(n1+1)A
(V,V e,1,0,0)γ
1
0

1
0 ; 00

0
0

[Λ, Λ0, ρ
0]

)

)

Λ=Λ0

, (4.47c)

R(V,V e,B,g,ι)γ
m1n1;...;mN nN

[Λ0, Λ0, ρ
0]

∣

∣

∣

γ as in Def. 1.4

= −
(

Λ
∂

∂Λ
A(V,V e,B,g,ι)γ

m1n1;...;mN nN
[Λ, Λ0, ρ

0]
∣

∣

∣

γ as in Def. 1.4

)

Λ=Λ0

. (4.47d)

In particular,

R(1,1,1,0,0)
m1n1;...;m4n4

[Λ, Λ0, ρ
0] ≡ 0 . (4.48)

We first get (4.48) at Λ = Λ0 from (4.47a). Since the rhs of (4.17) vanishes for
V = 1 and N = 4, we conclude (4.48) for any Λ.

Proposition 4 Let γ be an R-ribbon graph having N external legs, V vertices, V e

external vertices and segmentation index ι, which is drawn on a genus-g Riemann

surface with B boundary components. Then the contribution R
(V,V e,B,g,ι)γ
m1n1;...;mN nN of γ

to the expansion coefficient of the Λ0-varied effective action describing a duality-
covariant φ4-theory on R4

θ in the matrix base is bounded as follows:
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1. If γ is of the type described under 1–3 of Definition 1, we have

∑

γ as in Def. 1.1

∣

∣

∣
R

(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(Λ2

Λ2
0

)

P 4V −4
1

[ m1

m2
n1

n2 ; n1

n2
k1

k2 ; k1

k2
l1

l2 ; l1

l2
m1

m2

θΛ2

]

( 1

Ω

)3V −2−V e

P 2V −2
[

ln
Λ0

ΛR

]

,

(4.49)
∑

γ as in Def. 1.2

∣

∣

∣
R

(V,V e,1,0,0)γ
m1

m2
n1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(Λ2

Λ2
0

)

(θΛ2)P 4V −2
2

[ m1

m2
n1

n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ0

ΛR

]

,

(4.50)
∑

γ as in Def. 1.3

∣

∣

∣
R

(V,V e,1,0,0)
m1+1

m2
n1+1

n2 ; n1

n2
m1

m2

[Λ, Λ0, ρ0]
∣

∣

∣

≤
(Λ2

Λ2
0

)

(θΛ2)P 4V −2
2

[ m1+1
m2

n1+1
n2 ; n1

n2
m1

m2

θΛ2

]

( 1

Ω

)3V −1−V e

P 2V −1
[

ln
Λ0

ΛR

]

,

(4.51)

2. If γ is a subgraph of an 1PI planar graph with a selected set T of trajectories on
one distinguished boundary component and a second set T ′ of summed trajectories
on that boundary component, we have

∑

Es

∑

Et′

∣

∣R(V,V e,B,0,ι)γ
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(Λ2

Λ2
0

)

(

θΛ2
)(2−N

2 )+2(1−B)
( 1

Ω

)3V −N
2 −1+B+2g−V e−ι+s+t′

× P 4V −N
(

2t′+
P

−−−−−→
njo[nj ]∈T

min(2, 1
2 〈

−−−−−→
njo[nj ]〉)

)

[

m1n1; . . . ; mNnN

θΛ2

]

P 2V −N
2

[

ln
Λ0

ΛR

]

.

(4.52)

3. If γ is a non-planar graph, we have

∑

Es

∣

∣R(V,V e,B,g,ι)
m1n1;...;mN nN

[Λ, Λ0, ρ0]
∣

∣

≤
(Λ2

Λ2
0

)

(

θΛ2
)(2−N

2 )+2(1−B−2g)
P 4V −N

0

[

m1n1; . . . ; mNnN

θΛ2

]

×
( 1

Ω

)3V −N
2 −1+B+2g−V e−ι+s

P 2V −N
2

[

ln
Λ0

ΛR

]

. (4.53)

We have R
(V,V e,B,g,ι)
m1n1;...;mN nN ≡ 0 for N > 2V +2 or

∑N
i=1(mi−ni) 6= 0.

Proof. Inserting the estimations of Proposition 2 into (4.47) we confirm Proposition 4
for Λ = Λ0, which serves as initial condition for the Λ-integration of (4.17). This
entails the polynomial in ln Λ0

ΛR
instead of ln Λ

ΛR
appearing in Propositions 2 and 3.

Accordingly, when using Propositions 2 and 3 as the input for (4.17), we will further
bound these estimations by replacing ln Λ

ΛR
by ln Λ0

ΛR
.

Due to (4.48) the rhs of (4.17) vanishes for N = 2, V = 1 and for N = 6, V =
2. This means that the corresponding R-functions are constant in Λ so that the
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Proposition holds for R
(1,1,1,0,0)
m1n1;m2n2 [Λ], R

(1,1,2,0,1)
m1n1;m2n2 [Λ] and R

(2,2,1,0,0)
m1n1;...;m2n2 [Λ]. Since

(4.17) is a linear differential equation, the factor Λ2

Λ2
0

relative to the estimation of

the A-functions of Proposition 2, first appearing in R
(1,1,1,0,0)
m1n1;m2n2 [Λ], R

(1,1,2,0,1)
m1n1;m2n2 [Λ]

and R
(2,2,1,0,0)
m1n1;...;m2n2 [Λ], survives to more complicated graphs, provided that none of

the R-functions is relevant in Λ.
For graphs according to Definition 1.4, the first two lines on the rhs of (4.17)

yield in the same way as in the proof of (3.39) the integrand (4.53), with the degree
of the polynomial in ln Λ0

ΛR
lowered by 1. Since under the given conditions an A-

graph would be irrelevant, an R-graph with the additional factor Λ2

Λ2
0

is relevant or

marginal. Thus, the Λ-integration of the first two lines on the rhs of (4.17) can be
estimated by the integrand and a factor P 1[ln Λ0

ΛR
], in agreement with (4.53). In the

same way we verify (4.52) for the first two lines on the rhs of (4.17).
In the remaining lines of (4.17) we get by induction the following estimation:

∣

∣

∣

∣

{

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.2]

∣

∣

∣

∣

≤
(Λ2

Λ2
0

)

(

θΛ2
)

( 1

Ω

)3V −1−V e

P 2V −2
[

ln
Λ0

ΛR

]

, (4.54a)

∣

∣

∣

∣

{

∑

m,n,k,l

Qnm;lk(Λ)
(

R
(V1)
1
0

0
0 ; 00

1
0 ;mn;kl

[Λ] − R
(V1)
0
0

0
0 ; 00

0
0 ;mn;kl

[Λ]
)

}

[Def. 1.2]

∣

∣

∣

∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V −1−V e

P 2V −2
[

ln
Λ0

ΛR

]

, (4.54b)

∣

∣

∣

∣

{

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
1
0

1
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.3]

∣

∣

∣

∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V −1−V e

P 2V −2
[

ln
Λ0

ΛR

]

, (4.54c)

∣

∣

∣

∣

{

∑

m,n,k,l

Qnm;lk(Λ)R
(V1)
0
0

0
0 ; 00

0
0 ; 00

0
0 ; 00

0
0 ;mn;kl

[Λ]

}

[Def. 1.1]

∣

∣

∣

∣

≤
(Λ2

Λ2
0

)( 1

Ω

)3V −2−V e

P 2V −3
[

ln
Λ0

ΛR

]

. (4.54d)

These estimations are obtained in a similar way as (4.38a), (4.39a) and (4.40a). In
particular, the improvement by (θΛ2)−1 in (4.54b) is due to the difference of graphs
which according to Section 3.3 yield a composite propagator (3.17a). To obtain

(4.54c) we have to use (4.52) with 〈−−−−−→n1o(n1)〉 + 〈−−−−−→n2o(n2)〉 = 2, which for the graphs
under consideration is known by induction.

Multiplying (4.54) by versions of Proposition 3 according to (4.17), for V1 < V ,
we obtain again (4.53) or (4.52), with the degree of the polynomial in ln Λ0

ΛR
lowered

by 1, for the integrand. Then the Λ-integration proves (4.53) and (4.52).
For graphs as in 1–3 of Definition 1 one shows in the same way as in the proof of

1–3 of Proposition 3 that the last term in the third line of (4.17) and the (V1 = V )-
terms in the remaining lines project to the irrelevant part of these R-functions,
i.e. lead to (4.49)–(4.51). This was already clear from (4.44). For the remaining
(V1 < V )-terms in the fourth to last lines of (4.17) we obtain (4.49)–(4.51) from
(4.54) and (4.33)–(4.35). This finishes the proof. �
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4.5. Finishing the convergence and renormalisation theorem. We return now to the
starting point of the entire estimation procedure—the identity (4.4). We put Λ = ΛR

in Proposition 4 and perform the Λ0-integration in (4.4):

Theorem 5 The φ4-model on R4
θ is (order by order in the coupling constant) renor-

malisable in the matrix base by adjusting the coefficients ρ0
a[Λ0] defined in (3.15)

and (3.14) of the initial interaction (3.3) to give (3.16) and by integrating the the
Polchinski equation according to Definition 1.

The limit A
(V,V e,B,g,ι)
m1n1;...;mN nN [ΛR,∞] := limΛ0→∞ A

(V,V e,B,g,ι)
m1n1;...;mN nN [ΛR, Λ0, ρ

0[Λ0]] of
the expansion coefficients of the effective action L[φ, ΛR, Λ0, ρ

0[Λ0]], see (3.4), exists
and satisfies

∣

∣

∣(2πθ)
N
2 −2A(V,V e,B,g,ι)

m1n1;...;mN nN
[ΛR,∞] − (2πθ)

N
2 −2A(V,V e,B,g,ι)

m1n1;...;mN nN
[ΛR, Λ0, ρ

0]
∣

∣

∣

≤ Λ6−N
R

Λ2
0

( 1

ΩθΛ2
R

)2(B+2g−1)

× P 4V −N
0

[

m1n1; . . . ; mNnN

θΛ2
R

]

( 1

Ω

)3V −N
2 −V e−ι

P 2V −N
2

[

ln
Λ0

ΛR

]

. (4.55)

Proof. We insert Proposition 4, taken at Λ = ΛR, into (4.4). We also use (3.33)
in Proposition 4.1. Now, the existence of the limit and its property (4.55) are a
consequence of Cauchy’s criterion. Note that

∫

dx
x3 P q[lnx] = 1

x2 P ′q[lnx]. �

5. Conclusion

In this paper we have proven that the real φ4-model on (Euclidean) noncommuta-
tive R4 is renormalisable to all orders in perturbation theory. The bare action of
relevant and marginal couplings of the model is parametrised by four (divergent)
quantities which require normalisation to the experimental data at a physical renor-
malisation scale. The corresponding physical parameters which determine the model
are the mass, the field amplitude (to be normalised to 1), the coupling constant and
(in addition to the commutative version) the frequency of an harmonic oscillator
potential. The appearance of the oscillator potential is not a bad trick but a true
physical effect. It is the self-consistent solution of the UV/IR-mixing problem found
in the traditional noncommutative φ4-model in momentum space. It implements the
duality (see also [4]) that noncommutativity relevant at short distances goes hand
in hand with a modified structure of space relevant at large distances.

Such a modified structure of space at very large distances seems to be in con-
tradiction with experimental data. But this is not true. Neither position space nor
momentum space are the adapted frames to interpret the model. An invariant char-
acterisation of the model is the spectrum of the Laplace-like operator which defines
the free theory. Due to the link to Meixner polynomials, the spectrum is discrete.
Comparing (A.1) with (A.11) and (A.12) we see that the spectrum of the squared

momentum variable has an equidistant spacing of 4Ω
θ . Thus,

√

4Ω
θ is the minimal

(non-vanishing) momentum of the scalar field which is allowed in the noncommuta-

tive universe. We can thus identify the parameter
√

Ω with the ratio of the Planck
length to the size of the (finite!) universe. Thus, for typical momenta on earth,
the discretisation is not visible. However, there should be an observable effect at
extremely huge scales. Indeed, there is some evidence of discrete momenta in the
spectrum of the cosmic microwave background [21]10.

10 According to the main purpose of [21] one should also discuss other topologies than the non-
commutative R

D.
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Of course, when we pass to a frame where the propagator becomes 1
µ2

0+p2 , with

p now being discrete, we also have to transform the interactions. We thus have to

shift the unitary matrices U
(α)
m appearing in (A.1) from the kinetic matrix or the

propagator into the vertex. The properties of that dressed (physical) vertex will be
studied elsewhere.

Another interesting exercise is the evaluation of the β-function of the duality-
covariant φ4-model [22]. It turns out that the one-loop β-function for the coupling
constant remains non-negative and and vanishes for the self-dual case Ω = 1. More-
over, the limit Ω → 0 exists at the one-loop level. This is related to the fact that
the UV/IR-mixing in momentum space becomes problematic only at higher loop
order.

Of particular interest would be the limit θ → 0. In the developed approach, θ
defines the reference size of an elementary cell in the Moyal plane. All dimensionful
quantities, in particular the energy scale Λ, are measured in units of (appropriate
powers of) θ. In the final result of Theorem 5, these mass dimensions are restored.
Then, we learn from (4.55) that a finite θ regularises the non-planar graphs. This
means that for given Λ0 and ΛR the limit θ → 0 cannot be taken.

On the other hand, there could be a chance to let θ depend on Λ0 in the same
way as in the two-dimensional case [14] the oscillator frequency Ω was switched off
with the limit Λ0 → ∞. However, this does not work. The point is that taking in
(4.7) instead of the Λ0-derivative the θ-derivative, there is now a contribution from
the θ-dependence of the propagator. This leads in the analogue of the differential
equation (4.11) to a term bilinear in L. Looking at the proof of Proposition 4, we
see that this L-bilinear term will remove the factor Λ−2

0 .
Thus, the limit θ → 0 is singular. This is not surprising. In the limit θ → 0 the

distinction between planar and non-planar graphs disappears (which is immediately
clear in momentum space). Then, non-planar two- and four-point functions should
yield the same divergent values as their planar analogues. Whereas the bare diver-
gences in the planar sector are avoided by the mixed boundary conditions in 1-3
of Definition 1, the näıve initial condition in Definition 1.4 for non-planar graphs
leaves the bare divergences in the limit θ → 0.

The next goal must be to generalise the renormalisation proof to gauge theo-
ries. This requires probably a gauge-invariant extension of the harmonic osillator
potential. The result should be compared with string theory, because gauge theory
on the Moyal plane arises in the zero-slope limit of string theory in presence of a
Neveu-Schwarz B-field [23]. As renormalisation requires an appropriate structure of
the space at very large distances, the question arises whether the oscillator poten-
tial has a counterpart in string theory. In this respect, it is tempting11 to relate the
oscillator potential to the maximally supersymmetric pp-wave background metric
of type IIB string theory found in [24],

ds2 = 2dx+dx− − 4λ2
8

∑

i=1

(xi)2(dx−)2 +
8

∑

i=1

(dxi)2 , (5.1)

for dx± = 1√
2
(dx9 ± dx10), which solves Einstein’s equations for an energy-

momentum tensor relative to the 5-form field strength

F5 = λdx−(

dx1 ∧ dx2 ∧ dx3 ∧ dx4 + dx5 ∧ dx6 ∧ dx7 ∧ dx8
)

. (5.2)
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11 We would like to thank G. Bonelli for this interesting remark.
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A. Evaluation of the propagator

A.1. Diagonalisation of the kinetic matrix via Meixner polynomials. Our goal is to
diagonalise the (four-dimensional) kinetic matrix Gm1

m2
n1

n2 ; k1

k2
l1

l2
given in (2.6), making

use of the angular momentum conservation αr = nr − mr = kr − lr (which is due
to the SO(2) × SO(2)-symmetry of the action. For αr ≥ 0 we thus look for a
representation

Gm1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
=

∑

i1,i2

U
(α1)
m1i1U

(α2)
m2i2

(

2
θ1

vi1 + 2
θ2

vi2 + µ2
0

)

U
(α1)
i1l1 U

(α2)
i2l2 , (A.1)

δml =
∑

i

U
(α)
mi U

(α)
il . (A.2)

The sum over i1, i2 would be an integration for continuous eigenvalues vir . Com-
paring this ansatz with (2.6) we obtain, eliminating i in favour of v, the recurrence
relation

(1−Ω2)
√

m(α+m)U
(α)
m−1(v) +

(

v − (1+Ω2)(α+1+2m)
)

U (α)
m (v)

+ (1−Ω2)
√

(m+1)(α+m+1)U
(α)
m+1(v) = 0 (A.3)

to determine U
(α)
m (v) and v. We are interested in the case Ω > 0. In order to make

contact with standard formulae we put

U (α)
m (v) = f (α)(v)

1

τm

√

(α+m)!

m!
V (α)

m (v) , v = νx + ρ . (A.4)

We obtain after division by f (α)(v)

0 =
(1−Ω2)

τm−1

√

m2(α+m)!

m!
V

(α)
m−1(νx+ρ)

− 1

τm

(

(1+Ω2)(α+1+2m) − ρ − νx
)

√

(α+m)!

m!
V (α)

m (νx+ρ)

+
(1−Ω2)

τm+1

√

(α+m+1)2(α+m)!

m!
V

(α)
m+1(νx+ρ) , (A.5)

i.e.

− ν

τ (1−Ω2)
xV (α)

m (νx+ρ) = mV
(α)
m−1(νx+ρ) − (1+Ω2)(α+1+2m) − ρ

τ (1−Ω2)
V (α)

m (νx+ρ)

+
1

τ2
(α+m+1)V

(α)
m+1(νx+ρ) , (A.6)

Now we put

1+α = β ,
1

τ2
= c ,

2(1+Ω2)

τ (1−Ω2)
= 1+c ,

(1+Ω2)β − ρ

τ (1−Ω2)
= βc ,

ν

(1−Ω2)τ
= 1−c

(A.7)
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and

V (α)
n (νx+ρ) = Mn(x; β, c) , (A.8)

which yields the recursion relation for the Meixner polynomials [16]:

(c−1)xMm(x; β, c) = c(m+β)Mm+1(x; β, c)

− (m + (m+β)c)Mm(x; β, c) + mMm−1(x; β, c) . (A.9)

The solution of (A.7) is

τ =
(1±Ω)2

1−Ω2
≡ 1±Ω

1∓Ω
, c =

(1∓Ω)2

(1±Ω)2
, ν = ±4Ω , ρ = ±2Ω(1+α) . (A.10)

We have to chose the upper sign, because the eigenvalues v are positive. We thus
obtain

U (α)
m (vx) = f (α)(x)

√

(α+n)!

n!

(1−Ω

1+Ω

)m

Mm

(

x; 1+α,
(1−Ω)2

(1+Ω)2

)

,

vx = 2Ω(2x+α+1) . (A.11)

The function f (α)(x) is identified by comparison of (A.2) with the orthogonality
relation of Meixner polynomials [16],

∞
∑

x=0

Γ (β+x)cx

Γ (β)x!
Mm(x; β, c)Mn(x; β, c) =

c−nn!Γ (β)

Γ (β+n)(1−c)β
δmn . (A.12)

The result is

U (α)
m (vx) =

√

(

α+m

m

)(

α+x

x

)

(2
√

Ω

1+Ω

)α+1(1−Ω

1+Ω

)m+x

Mm

(

x; 1+α,
(1−Ω)2

(1+Ω)2

)

.

(A.13)

The Meixner polynomials can be represented by hypergeometric functions [16]

Mm

(

x; 1+α,
(1−Ω)2

(1+Ω)2

)

= 2F1

(−m,−x

1+α

∣

∣

∣− 4Ω

(1−Ω)2

)

. (A.14)

This shows that the matrices U
(α)
ml in (A.1) and (A.2) are symmetric in the lower

indices.

A.2. Evaluation of the propagator. Now we return to the computation of the propa-
gator, which is obtained by sandwiching the inverse eigenvalues ( 2

θ1
vi1 + 2

θ2
vi2 +µ2

0)

between the unitary matrices U (α). With (A.11) and the use of Schwinger’s trick
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1
A =

∫ ∞
0

dt e−tA we have for θ1 = θ2 = θ

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

8Ω

∫ ∞

0

dt

∞
∑

x1,x2=0

e−
t

4Ω
(vx1+vx2+θµ2

0/2)U
(α1)
m1 (vx1)U

(α2)
m2 (vx2)U

(α1)
l1 (vx1)U

(α2)
l2 (vx2)

=
θ

8Ω

∫ ∞

0

dt e−t(1+
µ2
0θ

8Ω
+ 1

2 (α1+α2))

×
2

∏

i=1

{

√

(

αi+mi

mi

)(

αi+li

li

)

( 4Ω

(1+Ω)2

)αi+1(1−Ω

1+Ω

)mi+li

×
∞
∑

xi=0

{

(αi+xi)!

xi!αi!

(e−t(1−Ω)2

(1+Ω)2

)xi

× 2F1

(−mi,−xi

1+αi

∣

∣

∣
− 4Ω

(1−Ω)2

)

2F1

(−li,−xi

1+αi

∣

∣

∣
− 4Ω

(1−Ω)2

)

}}

. (A.15)

We use the following identity for hypergeometric functions,

∞
∑

x=0

(α+x)!

x!α!
ax

2F1

(−m,−x

1+α

∣

∣

∣b
)

2F1

(−l,−x

1+α

∣

∣

∣b
)

=
(1−(1−b)a)m+l

(1−a)α+m+l+1 2F1

(−m , −l

1+α

∣

∣

∣

ab2

(1−(1−b)a)2

)

, |a| < 1 . (A.16)

The identity (A.16) is probably known, but because it is crucial for the solution of
the free theory, we provide the proof in Section A.4. We insert the rhs of (A.16),
expanded as a finite sum, into (A.15), where we also put z = e−t:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=
θ

8Ω

min(m1,l1)
∑

u1=0

min(m2,l2)
∑

u2=0

∫ 1

0

dz
z

µ2
0θ

8Ω
+ 1

2 (α1+α2)+u1+u2

(1 − z)m1+m2+l1+l2−2u1−2u2

(

1 − (1−Ω)2

(1+Ω)2 z
)α1+α2+m1+m2+l1+l2+2

×
2

∏

i=1

{

( 4Ω

(1+Ω)2

)αi+2ui+1(1−Ω

1+Ω

)mi+li−2ui
√

mi!(αi+mi)!li!(αi+li)!

(mi−ui)!(li−ui)!(αi+ui)!ui!

}

.

(A.17)

This formula tells us the important property

0 ≤ ∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
≤ ∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

∣

∣

∣

µ2
0=0

, (A.18)

i.e. all matrix elements of the propagator are positive and majorised by the massless
matrix elements. The representation (A.17) seems to be the most convenient one
for analytical estimations of the propagator. The strategy12 would be to divide the
integration domain into slices and to maximise the individual z-dependent terms of
the integrand over the slice, followed by resummation [18,17].

12 We are grateful to Vincent Rivasseau for this idea.
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The z-integration in (A.17) leads according to [25, §9.111] again to a hypergeo-
metric function:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
=

θ

8Ω

×
min(m1,l1)

∑

u1=0

min(m2,l2)
∑

u2=0

Γ
(

1+
µ2

0θ
8Ω +1

2 (α1+α2)+u1+u2
)

(m1+m2+l1+l2−2u1−2u2)!

Γ
(

2+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2
)

× 2F1

(

1+
µ2

0θ
8Ω +1

2 (α1+α2)+u1+u2 , 2+m1+m2+l1+l2+α1+α2

2+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2

∣

∣

∣

∣

(1−Ω)2

(1+Ω)2

)

×
2

∏

i=1

{

( 4Ω

(1+Ω)2

)αi+2ui+1(1−Ω

1+Ω

)mi+li−2ui
√

mi!(αi+mi)!li!(αi+li)!

(mi−ui)!(li−ui)!(αi+ui)!ui!

}

=
θ

2(1+Ω)2

min(m1,l1)
∑

u1=0

min(m2,l2)
∑

u2=0

2
∏

i=1

√

(

αi+mi

αi+ui

)(

αi+li

αi+ui

)(

mi

ui

)(

li

ui

)

×
(1−Ω

1+Ω

)mi+li−2ui

B
(

1+
µ2

0θ
8Ω +1

2 (α1+α2)+u1+u2, 1+m1+m2+l1+l2−2u1−2u2
)

× 2F1

(

1+m1+m2+l1+l2−2u1−2u2 ,
µ2

0θ
8Ω −1

2 (α1+α2)−u1−u2

2+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2

∣

∣

∣

∣

(1−Ω)2

(1+Ω)2

)

.

(A.19)

We have used [25, §9.131.1] to obtain the last line. The form (A.19) will be useful for
the evaluation of special cases and of the asymptotic behaviour. In the main part,
for presentational purposes, αi is eliminated in favour of ki, ni and the summation
variable vi := mi + li − 2ui is used. The final result is given in (2.7).

For µ0 = 0 we can in few cases evaluate the sum over ui exactly. First, for li = 0
we also have ui = 0. If additionally αi = 0 we get

∆m1

m2
m1

m2 ; 00
0
0

∣

∣

∣

µ0=0
=

θ

2(1+Ω)2(1+m1+m2)

(1−Ω

1+Ω

)m1+m2

. (A.20)

One should notice here the exponential decay for Ω > 0. It can be seen numerically
that this is a general feature of the propagator: Given mi and αi, the maximum
of the propagator is attained at li = mi. Moreover, the decay with |li − mi| is
exponentially so that the sum

∑

l1,l2

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2
(A.21)

converges. We confirm this argumentation numerically in (C.3).
It turns out numerically that the maximum of the propagator for indices re-

stricted by C ≤ max(m1, m2, n1, n2, k1, k2, l1, l2) ≤ 2C is found in the subclass
∆m1

0
n1

0 ; n1

0
m1

0

of propagators. Coincidently, the computation in case of m2 = l2 =

α2 = 0 simplifies considerably. If additionally m1 = n1 we obtain a closed result:

∆m
0

m
0 ; m

0
m
0

=
θ

2(1+Ω)2

m
∑

u=0

(m!)2(2u)!

(m−u)!(u!)2(1+m+u)!

× 2F1

(

1+2u , u−m

2+m+u

∣

∣

∣

∣

(1−Ω)2

(1+Ω)2

)(

1−Ω

1+Ω

)2u
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=
θ

2(1+Ω)2

m
∑

u=0

m−u
∑

s=0

(−1)s (m!)2(2u+s)!

(m−u−s)!(u!)2(1+m+u+s)!s!

(

(1−Ω)2

(1+Ω)2

)u+s

=
θ

2(1+Ω)2

m
∑

u=0

m
∑

r=u

(−1)u+r (m!)2(r+u)!

(m−r)!(u!)2(1+m+r)!(r−u)!

(

(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2

m
∑

r=0

(−1)r (m!)2

(m−r)!(1+m+r)!
2F1

(r+1 , −r

1

∣

∣

∣1
)

(

(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2

m
∑

r=0

(m!)2

(m−r)!(1+m+r)!

(

(1−Ω)2

(1+Ω)2

)r

=
θ

2(1+Ω)2(m+1)
2F1

(1 , −m

m+2

∣

∣

∣ − (1−Ω)2

(1+Ω)2

)

∼



















θ

8Ω(m+1)
for Ω > 0 , m ≫ 1 ,

√
πθ

4
√

m+3
4

for Ω = 0 , m ≫ 1 .
(A.22)

We see a crucial difference in the asymptotic behaviour for Ω > 0 versus

Ω = 0. The slow decay with m− 1
2 of the propagator is responsible for the

non-renormalisability of the φ4-model in case of Ω = 0. The numerical re-
sult (C.2) shows that the maximum of the propagator for indices restricted by
C ≤ max(m1, m2, n1, n2, k1, k2, l1, l2) ≤ 2C is very close to the result (A.22), for
m = C. For Ω = 0 the maximum is exactly given by the 6th line of (A.22).

A.3. Asymptotic behaviour of the propagator for large αi. We consider various lim-
iting cases of the propagator, making use of the asymptotic expansion (Stirling’s
formula) of the Γ -function,

Γ (n+1) ∼
(n

e

)n√

2π(n + 1
6 ) + O(n−2) . (A.23)

This implies

Γ (n+1+a)

Γ (n+1+b)
∼ na−b

(

1 +
(a−b)(a+b+1)

2n
+ O(n−2)

)

. (A.24)

We rewrite the propagator (A.19) in a manner where the large-αi behaviour is easier
to discuss:

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

=

min(m1,l1)
∑

u1=0

min(m2,l2)
∑

u2=0

θ

2(1+Ω)2(1+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2)

× (m1+m2+l1+l2−2u1−2u2)!
√

m1!l1!m2!l2!

(m1−u1)!(l1−u1)!u1!(m2−u2)!(l2−u2)!u2!

(1−Ω

1+Ω

)m1+m2+l1+l2−2u1−2u2
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×
{

Γ
(

1+
µ2

0θ
8Ω +1

2 (α1+α2)+u1+u2
)

Γ
(

1+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2
)

×
√

(α1+m1)!(α1+l1)!

(α1+u1)!(α1+u1)!

√

(α2+m2)!(α2+l2)!

(α2+u2)!(α2+u2)!

}

× 2F1

(

1+m1+m2+l1+l2−2u1−2u2 ,
µ2

0θ
8Ω −1

2 (α1+α2)−u1−u2

2+
µ2

0θ
8Ω + 1

2 (α1+α2)+m1+m2+l1+l2−u1−u2

∣

∣

∣

∣

(1−Ω)2

(1+Ω)2

)

.

(A.25)

We assume 1
2 (α1 + α2) ≥ max(

µ2
0θ

8Ω , m, l). The term in braces { } in (A.25) behaves
like
{

. . .
}

∼
(

1
2 (α1+α2)

)2u1+2u2−m1−m2−l2−l2

(α1)
1
2 (m1+l1−2u1)(α2)

1
2 (m2+l2−2u1)

×
(

1 +
(2u1+2u2−m1−m2−l2−l2)(m1+m2+l1+l2+

µ2
0θ

4Ω +1)

(α1 + α2)

+ O
(

(α1+α2)−2
)

)

×
(

1 +
(m1−u1)(m1+u1+1)

4α1
+

(l1−u1)(l1+u1+1)

4α1
+ O

(

(α1)−2
)

)

×
(

1 +
(m2−u2)(m2+u2+1)

4α2
+

(l2−u2)(l2+u2+1)

4α1
+ O

(

(α2)−2
)

)

. (A.26)

We look for the maximum of the propagator under the condition C ≤ max(α1, α2) ≤
2C. Defining si = mi + li − 2ui and s = s1 + s2, the dominating term in (A.26) is

(α1)
s1

2 (α2)
s2

2

(

1
2 (α1+α2)

)s

∣

∣

∣

∣

C≤max(α1,α2)≤2C
≤

max
( ( s1

s1+2s2 )
s1

2

( s1+s2

s1+2s2 )s1+s2
,

( s2

s2+2s1 )
s2

2

( s1+s2

s2+2s1 )s1+s2

)

C s
2

. (A.27)

The maximum is attained at (α1, α2) = ( s1C
s1+2s2 , C) for s1 ≤ s2 and at (α1, α2) =

(C, s2C
s2+2s1 ) for s1 ≥ s2. Thus, the leading contribution to the propagator will come

from the summation index ui = min(mi, li).
Next we evaluate the leading contribution of the hypergeometric function:

2F1

(1+m1+m2+l1+l2−2u1−2u2 ,
µ2

0θ
8Ω −1

2 (α1+α2)−u1−u2

2+
µ2

0θ
8Ω +1

2 (α1+α2)+m1+m2+l1+l2−u1−u2

∣

∣

∣

(1−Ω)2

(1+Ω)2

)

∼
∞
∑

k=0

(m1+m2+l1+l2−2u1−2u2+k)!

(m1+m2+l1+l2−2u1−2u2)!

(

− (1−Ω)2

(1+Ω)2

)k

k!

(

1 +
k(2u1+2u2−µ2

0θ
4Ω +1−k)

α1+α2

− k(3+2m1+2m2+2l1+2l2−2u1−2u2+
µ2

0θ
4Ω +k)

α1+α2
+ O

(

(α1+α2)−2
)

)

=

∞
∑
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4Ω + s

2+(s+2) Ω
(1+Ω2)

)
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. (A.28)
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Assuming s1 ≤ s2, we obtain from (A.23), (A.27) and (A.28) the following leading
contribution to the propagator (A.25)

∆m1

m2
m1+α1

m2+α2 ;
l1+α1

l2+α2
l1

l2

∣

∣

∣

∣

max(m1,m2,l1,l2)≪C≤max(α1,α2)≤2C

=
θ
(

max(m1, l1)
)

s1

2
(

max(m2, l2)
)

s2

2

(1+Ω)2C1+ s1+s2

2

(1−Ω

1+Ω

)s1+s2
( (1+Ω)2

2(1+Ω2)

)1+s1+s2

× (s1+s2)s1+s2√

2π(s1+s2)

(s1)s1(s2)s22π
√

s1s2

( s1

s1+2s2 )
s1

2

( s1+s2

s1+2s2 )1+s1+s2

(

1 + O(C−1)
)

∣

∣

∣

∣

si:=|mi−li|
.

(A.29)

The numerator comes from
√

m!
l! ≤ m

m−l
2 for m ≥ l. The estimation (A.29) is the

explanation of (3.24).
Let us now look at propagators with mi = li and mi ≪ C ≤ max(α1, α2) ≤ 2C:

∆m1

m2
m1+α1

m2+α2 ;
m1+α1

m2+α2
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m2

=
θ

2(1+Ω)2
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8Ω +1
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(1+Ω2)

)

)

+
θ

2(1+Ω)2
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)2 (1+Ω)2
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m1α1 + m2α2
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+ O
(

(α1+α2)−3
)

. (A.30)

This means

∆m1
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( 1
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− ∆ 0
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∆ 0
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1
− ∆ 0
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0
0

)

+ O
( 1

(α1+α2+m1+m2)

(m1+m2)2

(α1+α2+m1+m2)2

)

. (A.31)

The second and third line of (A.31) explains the estimation (3.28). Clearly, the next

term in the expansion is of the order (m1+m2)2

(α1+α2+m1+m2)3 , which explains the estimation

(3.29).
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For m1 = l1 + 1 and m2 = l2 we have

∆ l1+1
l2

l1+1+α1
l2+α2

; l1+α1
l2+α2

l1
l2

=
θ

2(1+Ω)2
(µ2
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8Ω +1
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)

× 1−Ω2

1+Ω2

√

(l1+1)(l1+α1+1)
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1 + O
(
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. (A.32)

This yields

∆ l1+1
l2

l1+1+α1
l2+α2

; l1+α1
l2+α2

l1
l2

−
√

l1+1∆ 1
0
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0
0

= O
(

1

(α1+α2+l1+l2)

√

l1+1

α1+α2+l1+l2
(l1+1)

(α1+α2+l1+l2)

)

, (A.33)

which explains the estimation (3.30). Similarly, we have

∆ 1
1

1+α1
1+α2

; α1
1+α2

0
1
− ∆ 1

0
1+α1
1+α2

; α1
1+α2

0
0

= O
(

θ
√

α1+1

(α1+α2+1)3

)

, (A.34)

which shows that the norm of (B.7) is of the same order as (3.30).

A.4. An identity for hypergeometric functions. For terminating hypergeometric se-
ries (m, l ∈ N) we compute the sum in the last line of (A.15):
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ax

2F1

(−m,−x

1+α

∣

∣

∣
b
)

2F1

(−l,−x

1+α

∣

∣

∣
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∑

r=0

min(x,l)
∑

s=0

(α+x)!

x!α!
ax m!x!α!

(m−r)!(x−r)!(α+r)!r!
br l!x!α!

(m−s)!(x−s)!(α+s)!s!
bs

=
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=
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∣

∣

∣
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)

. (A.35)

In the step denoted by =∗ we have used [25, §9.131.1]. All other transformations
should be self-explaining.

B. On composite propagators

B.1. Identities for differences of ribbon graphs. We continue here the discussion
of Section 3.3 on composite propagators generated by differences of interaction
coefficients.

After having derived (3.19), we now have a look at (3.11). Since γ is one-particle
irreducible, we get for a certain permutation π ensuring the history of integrations
the following linear combination:

̂
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= . . .
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= . . .
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,

(B.1b)

with 1+ := 1
0 . We further analyse the the first three lines of (B.1a):

( p−1
∏

i=1

Qn1+1

n2 kπi
;kπi

n1+1

n2

(Λπi
)Qn1+1

n2 (kπp+1+);kπp
n1

n2
(Λπp

)
a

∏

i=p+1

Qn1

n2 kπi
;kπi

n1

n2
(Λπi

)

−
√

n1+1

p−1
∏

i=1

Q 1
0 kπi

;kπi

1
0
(Λπi

)Q 1
0 (kπp+1+);kπp

0
0
(Λπp

)
a

∏

i=p+1

Q 0
0kπi

;kπi

0
0
(Λπi

)

)

=

(

(

p−1
∏

i=1

Qn1+1

n2 kπi
;kπi

n1+1

n2

(Λπi
) −

p−1
∏

i=1

Q 1
0 kπi

;kπi

1
0
(Λπi

)
)

× Qn1+1

n2 (kπp+1+);kπp
n1

n2
(Λπp

)

a
∏

i=p+1

Qn1

n2 kπi
;kπi

n1

n2
(Λπi

)

)

(B.2a)

+

p−1
∏

i=1

Q 1
0kπi

;kπi

1
0
(Λπi

)
(

Q(+ 1
2 )

n1+1

n2 (kπp+1+);kπp
n1

n2

(Λπp
)
)

a
∏

i=p+1

Qn1

n2 kπi
;kπi

n1

n2
(Λπi

) (B.2b)

+
√

n1+1

( p−1
∏

i=1

Q 1
0kπi

;kπi

1
0
(Λπi

)Q 1
0 (kπp+1+);kπp

0
0
(Λπp

)

×
(

a
∏

i=p+1

Qn1

n2 kπi
;kπi

n1

n2
(Λπi

) −
a

∏

i=p+1

Q 0
0 kπi

;kπi

0
0
(Λπi

)
)

)

. (B.2c)

According to (3.19), the two lines (B.2a) and (B.2c) yield graphs having one com-
posite propagator (3.17a), whereas the line (B.2b) yields a graph having one com-
posite propagator13 (3.17c). In total, we get from (B.1) a+b graphs with composite
propagator (3.17a) or (3.17c). The treatment of (3.12) is similar.

13 Note that the estimation (3.24) yields
√

n1+1|Q 1
0
(kπp+1+);kπp

0
0
(Λπp )| ≤ C

ΩθΛ2

`

n1+1
θΛ2

´

1
2 .

Therefore, the prefactor
√

n1+1 in (B.2c) combines actually to the ratio
`

n1+1
θΛ2

´

1
2 which is required

for the (3.32)-term in Proposition 2.3.
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Second, we treat that contribution to (3.10) which consists of graphs with con-
stant index along the trajectories:
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It is clear from (3.19) that the part corresponding to (B.3a) can be written as
a sum of graphs containing (at different trajectories) two composite propagators
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The part (B.4a) gives rise to graphs with one propagator (3.17b). Due to (3.19)
the part (B.4b) yields graphs with two propagators14 (3.17a) appearing on the
same trajectory. Finally, the part (B.4c) has the same structure as the lhs of the
equation, now starting with j = 2. After iteration we obtain further graphs of the
type (B.4a) and (B.4b).

Finally, we look at that contribution to (3.10) which consists of graphs where
one index component jumps forward and backward in the n1-component. We can
directly use the decomposition derived in (B.3) regarding, if the n1-index jumps up,
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14 Note that the product m1Q(0)
1
0

lπ1
;lπ1

1
0

(Λπ1 ) is according to (3.28) bounded by C
ΩθΛ2

`

m1

θΛ2

´

.

This means that the prefactors m1, m2 in (B.4b) combine actually to the ratio mr

θΛ2 which is

required for the (3.32)-term in Proposition 2.2.
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This requires to process (B.3) slightly differently. The two parts (B.3a) and (B.3b)
need no further discussion, as they lead to graphs having a composite propagator
(3.17a) on the m-trajectory. We write (B.3c) as follows:
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The part (B.6c) leads according to (3.19) and (B.5) to graphs either with composite
propagators (3.17a) or with propagators
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Inserting (B.5) into (B.6a) we have
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Thus, we obtain (recall also (3.19)) a linear combination of graphs either with com-
posite propagator (3.17a) or with composite propagator (3.17c). In power-counting

estimations, the prefactors
√

n1+1 combine according to footnote 13 to the required
ratio with the scale θΛ2. The part (B.6b) is nothing but (B.6a) with n1 = 1 and
n2 = 0.

If the index jumps down from n1 to n1 − 1, then the graph with n1 = 0 does
not exist. There is no change of the discussion of (B.3a) and (B.3b), but now (B.3c)
becomes

(B.3c) =
(

a
∏

i=1

Qn1

n2 kπi
;kπi

n1

n2
(Λπi

) − n1
a

∏

i=1

Q 1
0 kπi

;kπi

1
0
(Λπj

)
)

b
∏

j=1

Q 0
0 lπj

;lπj

0
0
(Λπj

) .

(B.9)

Using the same steps as in (B.8) we obtain the desired representation through graphs
either with composite propagator (3.17a) or with composite propagator (3.17c).

We show in Appendix B.2 how the decomposition works in a concrete example.

B.2. Example of a difference operation for ribbon graphs. To make the considera-
tions in Section 3.3 and Appendix B.1 about differences of graphs and composite
propagators understandable, we look at the following example of a planar two-leg
graph:
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(B.10)

According to Proposition 2 it depends on the indices m1, n1, m2, n2, k whether this
graph is irrelevant, marginal, or relevant. It depends on the history of contraction
of subgraphs whether there are marginal subgraphs or not.

Let us consider m1 = k = m1+1
m2 , n2 = m1

m2 , n1 = n1+1
n2 and m2 = n1

n2 and the
history a-c-d-e-b of contraction. Then, all resulting subgraphs are irrelevant and
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the total graph is marginal, which leads us to consider the following difference of
graphs:
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(B.11)

It is important to understand that according to (3.11) the indices at the external
lines of the reference graph (with zero-indices) are adjusted to the external indices
of the original (leftmost) graph:
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(B.12)

Thus, all graphs with composite propagators have the same index structure at the
external legs. When further contracting these graphs, the contracting propagator
matches the external indices of the original graph. The argumentation in the proof of
Proposition 2.3 should be transparent now. In particular, it becomes understandable
why the difference (B.11) is irrelevant and can be integrated from Λ0 down to Λ.
On the other hand, the reference graph to be integrated from ΛR up to Λ becomes
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We cannot use the same procedure for the history a-b-c-d-e of contractions in
(B.10), because we end up with a marginal subgraph after the a-b contractions.
According to Definition 1.1 we have to decompose the a-b subgraph into an irrelevant
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(according to Proposition 2.1) difference and a marginal reference graph:
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The two graphs in braces { } are irrelevant and integrated from Λ0 down to Λc.
The remaining piece can be written as the original φ4-vertex times a graph with
vanishing external indices, which is integrated from ΛR up to Λc and can be bounded
by C ln Λc

ΛR
. Inserting the decomposition (B.14) into (B.10) we obtain the following

decomposition valid for the history a-b-c-d-e:
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The line (B.15a) corresponds to the first graph in the braces { } of (B.14) for both
graphs on the lhs of (B.15). These graphs are already irrelevant15 so that no further
decomposition is necessary. The second graph in the braces { } of (B.14), inserted
into the lhs of (B.15), yields the line (B.15b). Finally, the last part of (B.14) leads
to the line (B.15c).

Let us also look at the relevant contribution m1 = k = n2 = m1

m2 , n1 = m2 = n1

n2

of the graph (B.10). The history a-c-d-e-b contains irrelevant subgraphs only:
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15 In the right graph (B.15a) the composite propagator is according to (3.28) bounded by
C

ΩθΛ2
1

θΛ2 so that the combination with the prefactor
p

(m1+1)(n1+1) leads to the ratio
q

( m1+1
θΛ2 )( m1+1

θΛ2 ) by which (B.15a) is suppressed over the first graph on the lhs of (B.15).
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The line (B.16a) corresponds to (B.4a), the line (B.16b) to (B.3a) and the line
(B.16c) to (B.4b).

If the history of contractions contains relevant or marginal subgraphs, we first
have to decompose the subgraphs into the reference function with vanishing external
indices and an irrelevant remainder. For instance, the decomposition relative to the
history a-b-c-d-e would be
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C. Asymptotic behaviour of the propagator

For the power-counting theorem we need asymptotic formulae about the scaling
behaviour of the cut-off propagator ∆K

nm;lk and certain index summations. We shall
restrict ourselves to the case θ1 = θ2 = θ and deduce these formulae from the
numerical evaluation of the propagator for a representative class of parameters and
special choices of the parameters where we can compute the propagator exactly.
These formulae involve the cut-off propagator

∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

:=

{

∆m1

m2
n1

n2 ; k1

k2
l1

l2
for C ≤ max(m1, m2, n1, n2, k1, k2, l1, l2) ≤ 2C ,

0 otherwise ,
(C.1)

which is the restriction of ∆m1

m2
n1

n2 ; k1

k2
l1

l2
to the support of the cut-off propagator

Λ ∂
∂Λ∆K

m1

m2
n1

n2 ; k1

k2
l1

l2

(Λ) appearing in the Polchinski equation, with C = θΛ2.
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Formula 1:

max
mr,nr,kr,lr

∣

∣

∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣

∣

∣

µ0=0
≈ θ δm+k,n+l

√

1
π (16 C+12) + 6Ω

1+2Ω3+2Ω4 C
(C.2)

We demonstrate in Figure 2 for selected values of the parameters Ω, C that

θ/(max∆C
mn;kl) at µ0 = 0 is asymptotically reproduced by

√

1
π (16 C+12) +

6Ω
1+2Ω3+2Ω4 C.
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Fig. 2. Comparison of max ∆C
mn;kl

/θ at µ0 = 0 (dots) with
`

q

1
π

(16 C+12) + 6Ω
1+2Ω3+2Ω4 C

´−1

(solid line). The left plot shows the inverses of both the propagator and its approximation over
C for various values of Ω. The right plot shows the propagator and its approximation over Ω for
various values of C.

Formula 2:

max
mr

∑

l1,l2∈N

max
kr,nr

∣

∣

∣
∆C

m1

m2
n1

n2 ; k1

k2
l1

l2

∣

∣

∣

µ0=0
≈ θ (1+2Ω3)

7Ω2(C + 1)
. (C.3)

We demonstrate in Figure 3 that θ/
(

maxm

∑

l maxn,k |∆C
mn;kl|

)

is for µ0 = 0 asymp-

totically given by 7Ω2(C + 1)/(1+2Ω3).

Formula 3:

∑

l1, l2 ∈ N

‖m − l‖1 ≥ 5

max
kr,nr

∣

∣

∣∆C
m1

m2
n1

n2 ; k1

k2
l1

l2

∣

∣

∣

µ0=0
≤ θ (1−Ω)4

(

15 + 4
5‖m‖∞ + 1

25‖m‖2
∞

)

Ω2(C+1)3
. (C.4)

We verify (C.4) for several choices of the parameters in Figures 4, 5 and 6.
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Fig. 3. Comparison of θ/
`

maxm

P

l maxn,k |∆C
mn;kl

|
´

at µ0 = 0 (dots) with 7Ω2(C+1)/(1+2Ω2)

(solid line). The left plot shows the inverse propagator and its approximation over C for three values
of Ω, whereas the right plot shows the inverse propagator and its approximation over Ω for three
values of C.
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X

l , ‖m−l‖1≥5

max
k,r

˛

˛∆C
mn;kl

˛

˛

”

of the cut-off propagator at µ0 = 0

(dots) compared with
θ (1−Ω)4

`

15+ 4
5
‖m‖∞+ 1

25
‖m‖2

∞

´

Ω2(C+1)3
(solid line), both plotted over ‖m‖∞.
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´ (solid line), both plotted over C.
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