THE POSITIVE SCALAR CURVATURE
COBORDISM CATEGORY
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Abstract. We prove that many spaces of positive scalar curvature metrics have the homotopy type of infinite loop spaces. Our result in particular applies to the path component of the round metric inside $\mathbb{R}^+(S^d)$ if $d \geq 6$.

To achieve that goal, we study the cobordism category of manifolds with positive scalar curvature. Under suitable connectivity conditions, we can identify the homotopy fibre of the forgetful map from thepsc cobordism category to the ordinary cobordism category with a delooping of spaces of psc metrics. This uses a version of Quillen’s Theorem B and instances of the Gromov–Lawson surgery theorem.

We extend some of the surgery arguments by Galatius and the second named author to the psc setting to pass between different connectivity conditions. Segal’s theory of $\Gamma$-spaces is then used to construct the claimed infinite loop space structures.

This perspective clarifies and generalises a result on the action of the diffeomorphism group on spaces of psc metrics, which was a crucial step in our previous work with Botvinnik.

A delooped version of the Atiyah–Singer index theorem proved by the first named author is used to moreover show that the secondary index invariant to real $K$-theory is an infinite loop map and to give a new proof of the main result of our previous work with Botvinnik.
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1. INTRODUCTION

For a closed manifold $M$, let $\mathcal{R}^+(M)$ denote the space of Riemannian metrics of positive scalar curvature (psc) on $M$. Using Chernysh’s improvement [Che04] of the Gromov–Lawson surgery method [GL80], one can show that as long as $\dim(M) = \dim(N) \geq 3$ there is a connected sum map

$$\mathcal{R}^+(M) \times \mathcal{R}^+(N) \longrightarrow \mathcal{R}^+(M \sharp N),$$

well-defined up to homotopy. In particular, if $M = N = S^d$, one obtains a multiplication

$$\mu : \mathcal{R}^+(S^d) \times \mathcal{R}^+(S^d) \longrightarrow \mathcal{R}^+(S^d),$$

which can be shown to be homotopy unital (the round metric is a homotopy unit), homotopy associative, and homotopy commutative.

Much more precisely, Walsh [Wal14] has shown that up to homotopy $\mathcal{R}^+(S^d)$ admits an action of the little $d$-disc operad and hence is an $E_d$-space. The underlying $H$-space structure of Walsh’s $E_d$-structure is given by the map $\mu$. The existence of
such an $E_d$-structure implies that the path component of $\mathcal{R}^+(S^d)$ which contains the unit is a $d$-fold loop space. Slightly better, if $\mathcal{R}^+(S^d)^{st} \subset \mathcal{R}^+(S^d)$ denotes the subspace of those elements which are invertible up to homotopy (which is a union of path components), then Walsh’s results imply that $\mathcal{R}^+(S^d)^{st}$ has the homotopy type of a $d$-fold loop space. In this paper, we go beyond Walsh’s work and prove:

**Theorem A.** If $d \geq 6$, the space $\mathcal{R}^+(S^d)^{st}$ has the homotopy type of an infinite loop space.

We do not claim that the entire space $\mathcal{R}^+(S^d)$ is an $E_\infty$-space: our techniques will apply directly to the subspace $\mathcal{R}^+(S^d)^{st}$. Walsh’s theorem is geometrically quite plausible, especially after using Chernysh’s theorem to replace $\mathcal{R}^+(S^d)$ with the homotopy equivalent space $\mathcal{R}^+(D^d)_{g,d-1}$ of metrics on the $d$-disc which are collared and agree with the round metric on the boundary. Our infinite loop space structure is less geometrically clear, and is akin to Tillmann’s theorem [Til97] that the plus-constructed stable mapping class group, which has a geometrically evident double loop space structure, has an infinite loop space structure. As in the case of Tillmann’s theorem, it is difficult to compare our infinite loop space structure with Walsh’s $d$-fold loop space structure: we do not claim that ours extends his.

1.1. Stable metrics and a generalisation. Theorem A is a special case of a more general result, which needs some further preliminaries to state. Firstly, let us recall the stability conditions for psc metrics on cobordisms which we introduced in [ERW19a]. For a cobordism $W : M_0 \rightsquigarrow M_1$ and $g_i \in \mathcal{R}^+(M_i)$, we let $\mathcal{R}^+(W)_{g_i, g_0}$ be the space of all psc metrics on $W$ which are of the form $dx^2 + g_i$ near $M_i$, with respect to some (given) collars. For $h \in \mathcal{R}^+(W)_{g_0, g_1}$, there are composition maps

$$\mu(h, \_): \mathcal{R}^+(V)_{g_1, g_2} \to \mathcal{R}^+(W \cup V)_{g_0, g_2}$$

and

$$\mu(\_,h): \mathcal{R}^+(V')_{g_{-1}, g_0} \to \mathcal{R}^+(V' \cup W)_{g_{-1}, g_1},$$

defined for cobordisms $V' : M_{-1} \rightsquigarrow M_0$ and $V : M_1 \rightsquigarrow M_2$ and $g_i \in \mathcal{R}^+(M_i)$. We say that $h$ is right stable if $\mu(h, \_)$ is a weak equivalence for all such cobordisms $V$, and left stable if $\mu(\_, h)$ is a weak equivalence for all such $V'$, and stable if it is both left and right stable. It turns out that a right stable metric on $[0, 1] \times M$ is also left stable, and cylinder metrics $dx^2 + g$ are right stable. The space

$$\mathcal{R}^+(0, 1] \times M)_{g, g} \subset \mathcal{R}^+(0, 1] \times M)_{g, g}$$

of all stable psc metrics on $[0, 1] \times M$ is a union of path components of $\mathcal{R}^+(0, 1] \times M)_{g, g}$. The above composition maps extend to a map

$$\mu(\_, \_): \mathcal{R}^+(0, 1] \times M)_{g, g} \times \mathcal{R}^+(0, 1] \times M)_{g, g} \to \mathcal{R}^+(0, 2] \times M)_{g, g} \cong \mathcal{R}^+(0, 1] \times M)_{g, g}$$

equipping $\mathcal{R}^+(0, 1] \times M)_{g, g}$ with the structure of an $H$-space (and in fact of an $E_1$-space), and $\mathcal{R}^+(0, 1] \times M)_{g, g}^{st}$ is the subspace of those elements which are invertible up to homotopy. With this vocabulary introduced, we can state the more general version of Theorem A.

**Theorem B.** Let $M^{d-1}$ be a closed manifold and $g \in \mathcal{R}^+(M)$. Assume that

(i) $d \geq 6$,

(ii) there is a cobordism $W : \emptyset \rightsquigarrow M$ such that $M \to W$ is 2-connected and such that

(iii) there is a right stable metric $h \in \mathcal{R}^+(W)_g$. 


Then the space $\mathcal{R}^+((0, 1] \times M)_{g,g}^\text{st}$ has the homotopy type of an infinite loop space, with underlying $E_1$-space structure given by $\mu$.

Again, we do not claim that $\mathcal{R}^+((0, 1] \times M)_{g,g}^\text{st}$, without the stability condition, is an $E_\infty$-space. Theorem \textbf{B} implies Theorem \textbf{A} under via the homotopy equivalence

$$\mathcal{R}^+(S^d) \simeq \mathcal{R}^+((0, 1] \times S^{d-1})_{g_{d-1}^\text{st},g_0}$$

which follows from \cite{Che04}, the subspaces $\mathcal{R}^+(S^d)^{\text{st}}$ and $\mathcal{R}^+((0, 1] \times S^{d-1})_{g_{d-1}^\text{st},g_0}$ correspond.

1.2. Outline of the proof of Theorem \textbf{B}. The proof of Theorem \textbf{B} employs the cobordism category of manifolds with positive scalar curvature metrics. The definition involves the notion of a tangential structure, so let us fix a fibration $\theta : B \to BO(d)$, and denote by $\gamma_\theta := \theta^*\gamma_d$ the pullback of the universal vector bundle along $\theta$. The (ordinary) cobordism category $\mathcal{C}_\theta$ has as its objects the closed $(d-1)$-dimensional $\theta$-manifolds and as its morphisms the $\theta$-cobordisms $W : M_0 \rightsquigarrow M_1$. Galatius, Madsen, Tillmann, and Weiss \cite{GTMW09} have identified the homotopy type of the classifying space $B\mathcal{C}_\theta$ as the infinite loop space $\Omega^{\infty-1}MT\theta$ of the Thom spectrum of the virtual vector bundle $-\gamma_\theta$.

In their work \cite{GRW14} on the homology of diffeomorphism groups of high-dimensional manifolds, Galatius and the second named author introduced some important subcategories of $\mathcal{C}_\theta$. The first is $\mathcal{C}^\text{st}_\theta \subset \mathcal{C}_\theta$, which is the wide subcategory whose morphisms are the $\theta$-cobordisms $W : M_0 \rightsquigarrow M_1$ such that the inclusion map $M_1 \to W$ is $\kappa$-connected. A further subcategory is the full subcategory $\mathcal{C}^{\kappa,l}_\theta \subset \mathcal{C}^\text{st}_\theta$ on all objects whose structure maps $M \to B$ are $(l+1)$-connected. For suitable values of $\kappa$ and $l$, Theorems 3.1 and 4.1 of \cite{GRW14} imply that the classifying spaces of these categories are weakly equivalent. For us, the case $(\kappa, l) = (2, 1)$ is relevant, and in this case the maps

$$BC_{\theta}^{2,1} \to BC_{\theta}^{2} \to BC_{\theta} \simeq \Omega^{\infty-1}MT\theta \quad (1.2.1)$$

are weak equivalences provided that $d \geq 6$ and $B$ is of type $(F_2)$ \cite{Wal65}. The latter condition is satisfied for example if $B = B\text{Spin}(d) \times BG$ when $G$ is a finitely presented group, or more generally if $\theta$ is the tangential 2-type of a compact manifold.

The definition of the psc cobordism categories $\mathcal{P}_{\theta}^{\kappa,l}$ is straightforward: an object consists of a pair $(M, g)$ of an object $M$ of $\mathcal{C}^{\kappa,l}_\theta$ and a psc metric $g \in \mathcal{R}^+(M)$, and a morphism $(W, h) : (M_0, g_0) \rightsquigarrow (M_1, g_1)$ consists of a morphism $W : M_0 \rightsquigarrow M_1$ in $\mathcal{C}^{\kappa,l}_\theta$, together with a psc metric $h \in \mathcal{R}^+(W)_{g_0\gamma_\theta g_1}$. There is a suitable topology on $\mathcal{P}_{\theta}^{\kappa,l}$, which we will not describe in this introduction. There are wide subcategories $\mathcal{P}_{\theta}^{\kappa,l,\text{st}} \subset \mathcal{P}_{\theta}^{\kappa,l}$ whose morphisms are the pairs $(W, h)$ where $h$ is right stable. The forgetful functor

$$F : \mathcal{P}_{\theta} \to \mathcal{C}_\theta$$

restricts to functors $F^{\kappa}, F^{\kappa,l}$ and $F^{\kappa,l,\text{st}}$ between the respective subcategories. The first major step towards the proof of Theorem \textbf{B} is to identify the homotopy fibres of (some of) those forgetful functors. To describe those homotopy fibres, we introduce

---

1 A subcategory $\mathcal{B} \subset \mathcal{C}$ is wide if $\mathcal{B}$ contains all objects of $\mathcal{C}$.

2 The definition is phrased in a slightly different way in \cite{GRW14}, and this is responsible for the degree shift. In order to avoid confusion with the terminology of \cite{GRW14}, we chose to stick to this somewhat unnatural convention.
the concordance category $Q(M)$ of psc metrics on a closed manifold. Roughly, an object of $Q(M)$ is a psc metric $g \in R^+(M)$, and a morphism $g_0 \sim g_1$ is a concordance, i.e. $h \in R^+(\{0, 1\} \times M)_{g_0, g_1}$. There is a subcategory $Q(M)^{\text{rst}}$ of right stable concordances.

**Theorem C.** Let $M$ be an object of $C^{2, 1}_{\theta}$ and assume that $d \geq 6$. Then there are weak homotopy equivalences

$$BQ(M) \simeq \text{hofib}_M(BF^{2, 1}_\theta : BF^{2, 1}_\theta \to BC^{2, 1}_\theta)$$

and

$$BQ(M)^{\text{rst}} \simeq \text{hofib}_M(BF^{2, 1, \text{rst}}_\theta : BF^{2, 1, \text{rst}}_\theta \to BC^{2, 1}_\theta).$$

This is a special case of the more precise and general Theorem 1.1.4 below. The ingredients for the proof are the existence results for right stable metrics (Theorems E and D of [ERW19a]) and a version of Quillen’s Theorem B for topological categories (Theorem 4.9 of [ERW19b]).

The relation of $BQ(M)^{\text{rst}}$ with actual spaces of psc metrics is described as follows. A standard delooping argument (given in Theorem 4.1.7) shows that the tautological map

$$R^+(\{0, 1\} \times M)^{\text{rst}}_{g, g} = R^+(\{0, 1\} \times M)^{\text{rst}}_{g, g} \xrightarrow{\Omega} \Omega_B Q(M)^{\text{rst}}$$

(1.2.2)

is a weak equivalence. By the equivalences (1.2.1), the target space of $BF^{2, 1, \text{rst}}_\theta$ is equivalent to an infinite loop space. We would like to argue that $BF^{2, 1, \text{rst}}_\theta$ is an infinite loop space and that $BF^{2, 1, \text{rst}}_\theta$ is an infinite loop map and hence conclude that $Q(M)^{\text{rst}}$ is an infinite loop space, thereby proving Theorem B. The space $BC_\theta$ is a special $\Gamma$-space in the sense of Segal [Seg74]: the composition law is given by disjoint union of the manifolds. Taking disjoint unions preserves the connectivity of the inclusion maps $M_1 \to W$, so that $BC^\#_\theta$ is a $\Gamma$-space as well. Similarly, $BP^{2, \text{rst}}_\theta$ is a special $\Gamma$-space and $BF^{2, \text{rst}}_\theta$ is a map of $\Gamma$-spaces. It follows that the base-point component of the homotopy fibre $\text{hofib}_\theta BF^{2, \text{rst}}_\theta$ is an infinite loop map. However, $BC^{2, 1}_\theta$ and $BP^{2, 1, \text{rst}}_\theta$ are not $\Gamma$-spaces: taking disjoint union does not preserve the connectivity of the structure maps. To overcome this problem, we carry over some of the parametrised surgery methods of [GRW14] to the psc cobordism category. More precisely, we shall prove:

**Theorem D.** If $2(l+1) < d$, $l \leq \kappa$, $l \leq d - \kappa - 2$, $d - l - 1 \geq 3$ and if $B$ is of type $(F_{l+1})$ in the sense of [Wal65], then the maps

$$BP^{\kappa, l}_\theta \longrightarrow BP^{\kappa}_\theta$$

and

$$BP^{\kappa, l, \text{rst}}_\theta \longrightarrow BP^{\kappa, \text{rst}}_\theta$$

are weak homotopy equivalences.

In our case of interest $(\kappa, l) = (2, 1)$, Theorem D holds as long as $d \geq 5$. It follows that the base-point component of $\text{hofib}_\theta BF^{2, 1, \text{rst}}_\theta$ is an infinite loop space, and if $M$ and $g$ are chosen as in the hypothesis of Theorem B, we can identify the homotopy fibres of $BF^{2, \text{rst}}_\theta$ over $M$ and over $\emptyset$, which finishes our outline of the proof of Theorem B.

### 1.3. Diffeomorphism group actions

The cobordism category approach is also useful to illuminate the action by diffeomorphisms on spaces of metrics of positive scalar curvature (this was the underlying idea of our earlier works [BERW17] and [ERW19a]). More specifically, let $W^d$ be a compact manifold with boundary $M = \partial W$. If $d = 6$ and $\partial W$ is connected, then $W$ is determined by its boundary $\partial W$. In our case of interest, $\partial W$ is a closed manifold with boundary $\emptyset$, and so $W$ is determined by $\partial W$. The diffeomorphism group $\text{Diff}(\partial W, \emptyset)$ acts on $BQ(M)$ by change of coordinates, and the quotient of $\text{Diff}(\partial W, \emptyset)$ by its subgroup of orientation-preserving diffeomorphisms is isomorphic to $\text{Diff}(\partial W)$. The induced action on $BQ(M)$ is transitive, and the stabiliser of a point is isomorphic to $\text{Diff}(\partial W, \emptyset)$.
∂W and assume that (W, M) is 2-connected. Let θ : B → BO(d) be the tangential 2-type of W. There is a natural map
\[ \alpha : \text{Diff}_\partial(W) \rightarrow \Omega_{\partial, M} B^2 \simeq \Omega_{\partial, M} B^2 \simeq \Omega^\infty MT\theta. \]
Let \( g \in \mathcal{R}^+(M) \) and consider the Borel construction
\[ E\text{Diff}_\partial(W) \times_{\text{Diff}_\partial(W)} \mathcal{R}^+(W)_g \rightarrow B\text{Diff}_\partial(W) \]
given by the pullback action of diffeomorphisms on psc metrics. We shall prove the following result (a more general version is given in Theorem 7.1.1):

**Theorem E.** If W and θ are as stated and \( d \geq 6 \), there exists a homotopy cartesian diagram
\[ \begin{array}{ccc}
E\text{Diff}_\partial(W) \times_{\text{Diff}_\partial(W)} \mathcal{R}^+(W)_g & \rightarrow & \mathcal{X} \\
\downarrow & & \downarrow \\
B\text{Diff}_\partial(W) & \rightarrow & \Omega^\infty MT\theta.
\end{array} \]
for a certain space \( \mathcal{X} \).

The fibre transport of the left hand column at the base-point of \( B\text{Diff}_\partial(W) \) is a map
\[ \text{Diff}_\partial(W) \simeq \Omega B\text{Diff}_\partial(W) \rightarrow \text{hAut}(\mathcal{R}^+(W)_g) \]
to the homotopy automorphisms of \( \mathcal{R}^+(W)_g \), and it can of course be identified with the action map. Since the diagram of Theorem E is homotopy cartesian, we can conclude that this action map factors up to homotopy as
\[ \text{Diff}_\partial(W) \rightarrow \Omega^{\infty+1} MT\theta \rightarrow \text{hAut}(\mathcal{R}^+(W)_g). \]
Since \( \pi_0(\Omega^{\infty+1} MT\theta) \) is an abelian group, we may conclude for example that the image of the group homomorphism \( \pi_0(\text{Diff}_\partial(W)) \rightarrow \pi_0(\text{hAut}(\mathcal{R}^+(W)_g)) \) is abelian.

In certain special cases, an analogue of Theorem E was implicitly proven in [BERW17, §4] and [ERW19a, §4], for even-dimensional manifolds only, by obstruction theory. The key ingredient for the obstruction argument was to first prove, by different means, that the image of the action map \( \pi_0(\text{Diff}_\partial(W)) \rightarrow \pi_0(\text{hAut}(\mathcal{R}^+(W)_g)) \) is abelian. In this paper, the logic is reversed.

**Remark 1.3.1.** There are two ways in which Theorem E is not expected to be the optimal result in this direction. Firstly, one might get rid of the hypothesis that \( M \rightarrow W \) is 2-connected, but we did not succeed in doing so, using the techniques of this paper. The methods developed by Perlmutter [Per17a, Per17b] seem better suited to this situation.

Secondly, the kernel of the action map \( \pi_0(\text{Diff}_\partial(W)) \rightarrow \pi_0(\text{hAut}(\mathcal{R}^+(W)_g)) \) is in general larger than the kernel of \( \pi_0(\text{Diff}_\partial(W)) \rightarrow \pi_1(\text{MT}\theta) \). In fact, it contains the kernel of the mapping torus map \( \pi_0(\text{Diff}_\partial(W)) \rightarrow \Omega_{d+1}^\infty \) to the cobordism group of \((d+1)\)-dimensional \( \theta \)-manifolds. This is shown in the forthcoming PhD thesis by Georg Frenck, by a fairly direct Morse-theoretic argument.

1.4. **Index-theoretic consequences.** In the case where the manifolds have spin structures, we also prove index-theoretic results. Let \( G \) be a finitely presented group and consider \( \theta : B\text{Spin}(d) \times BG \rightarrow BO(d) \). A \( \theta \)-structure on a \( d \)-manifold \( W \) is the same as a spin structure on \( W \) and a map \( W \rightarrow BG \). These ingredients may be used to define the Rosenberg–Dirac operator on \( W \), which is linear over
the group C*-algebra C*(G) of G (everything applies to both, the reduced and the maximal group version of C*(G)). Like the usual spin Dirac operator, it satisfies the Lichnerowicz–Schroedinger formula. If g₀ ∈ R⁺(∂W) and h₀ ∈ R⁺(W)g₀, one defines the secondary index invariant

\[ \text{ind}_{\text{diff}} h₀ : \mathcal{R}⁺(W)_{g₀} \to \Omega^{∞+d+1}KO(C*(G)) \]

as in [ERW19a §5].

**Theorem F.** If \((M, g₀)\) are as in Theorem B, and in addition \(M\) is spin and has fundamental group \(G\), then the map

\[ \text{ind}_{\text{diff}} h₀ : \mathcal{R}⁺([0, 1] × M)_{g₀, g₀} \to \Omega^{∞+d+1}KO(C*(G)) \]

is an infinite loop map, where the source space carries the infinite loop space structure from Theorem B.

To achieve the proof of Theorem F, we construct a “delooped version” of \(\text{ind}_{\text{diff}} h₀\).

In [Ebe19], the first named author constructed an index map

\[ \text{ind}_1 : BCθ → Ω^{∞+d-1}KO(C*(G)) \]

given in operator-theoretic terms. It is a delooping of the family index of the Rosenberg–Dirac operator on closed manifolds, in the following sense. When we compose \(Ω \text{ind}_1\) with the tautological map \(τ : Cθ(∅, ∅) → ΩBCθ\) from the space of closed \(d\)-dimensional θ-manifolds, we obtain the family index of the Rosenberg–Dirac operator, interpreted as a map

\[ \text{ind}_0 : Cθ(∅, ∅) → Ω^{∞+d}KO(C*(G)). \]

The analytical description of \(\text{ind}_1\) enables us to construct a nullhomotopy of the composition

\[ \text{ind}_1 ◦ BF : BPθ → Ω^{∞+d-1}KO(C*(G)), \]

by an application of the Lichnerowicz–Schroedinger formula. This nullhomotopy yields a map

\[ \text{hob}_M(BF) → Ω^{∞+d}KO(C*(G)), \]

whose homotopy class depends on the choice of \(g₀ ∈ R⁺(M)\). Using the obvious map \(BQ(M) → \text{hob}_M BF\), we obtain

\[ B\text{ind}_{\text{diff}} h₀ : BQ(M) → Ω^{∞+d}KO(C*(G)), \]

the **delooped index difference** (here \(h₀ = dx^2 + g₀\)). It is not hard to show that the restriction of \(B\text{ind}_{\text{diff}} h₀\) to \(BQ(M)_{g₀, g₀}^{\text{rst}}\) is an infinite loop map. An elementary, but tedious computation (Theorem 8.3.9) proves that the composition

\[ \mathcal{R}⁺([0, 1] × M)_{g₀, g₀}^{\text{rst}} → ΩBQ(M)_{g₀, g₀}^{\text{rst}} \xrightarrow{ΩB\text{ind}_{\text{diff}} h₀} Ω^{∞+d+1}KO(C*(G)) \]

is homotopic to \(\text{ind}_{\text{diff}} h₀\), which concludes the proof of Theorem F. We moreover prove (Theorem 8.3.10) that the composition

\[ \mathcal{R}⁺(M) → BQ(M) \xrightarrow{B\text{ind}_{\text{diff}} h₀} Ω^{∞+d}KO(C*(G)) \]

is homotopic to \(\text{ind}_{\text{diff}} h₀\) (the first map is the inclusion of 0-simplices). Another application of the index-theoretic part of this paper is a new proof of the main results of [ERW19a] and [BERW17] which also works for odd-dimensional manifolds (Theorem 8.5.1).
Outline of the paper. §2 is of preliminary nature; we mainly recall the stability condition for psc metrics from [ERW19a] and prove some auxiliary elementary lemmas about stable psc metrics which were not needed in [ERW19a]. In §3 we introduce the psc cobordism categories. There are many ways to write down point-set topological models for the cobordism categories, and the proofs in the subsequent sections employ several of them. This slightly unfortunate fact makes §3 relatively long. In §4 we prove Theorem C and the equivalence (1.2.2). In §5 we give the parametrised surgery proof of Theorem D. The proof is written to be as parallel as possible as the proofs in [GRW14] §4, §6], and this section is written with a reader who is fully familiar with that paper in mind. While this result is crucial for all our results, we have written the rest of the paper so that the reader can take Theorem D as a black box. In §6 we put the strands from the previous sections together and complete the proof of Theorem B after giving a review of the theory of Γ-spaces following Segal [Seg74]. In §7 we prove Theorem E using the results from §4 Theorem D and some basic semi-simplicial technique. The reader of the index-theoretic part, §8 needs to know the theory of [Ebe19]. In the final chapter §9 we explain how an affirmative solution of the concordance-implies-isotopy problem for psc metrics leads to a cleaner formulation of many of our main results. In Appendix A we prove a version of a crucial technical ingredient for the proofs in [GRW14] in the context of sheaves, which is used in §5.
2. Recollections on spaces of psc metrics

2.1. Spaces of psc metrics on manifolds with boundaries. For a closed manifold $M$, we let $\mathcal{R}(M)$ be the space of all Riemannian metrics, equipped with the usual Fréchet topology and we let $\mathcal{R}^+(M) \subset \mathcal{R}(M)$ be the open subspace of all Riemannian metrics with positive scalar curvature.

Let $W$ be a compact manifold with boundary $M$. We assume that the boundary of $W$ comes equipped with a collar $c : [0, \infty) \times M \to W$. The collar identifies $[0, \infty) \times M$ with an open subset of $W$ and we usually use this identification without further mentioning.

For $\epsilon > 0$, we denote by $\mathcal{R}^+(W)^\epsilon$ the space of all Riemannian metrics $h$ on $W$ with positive scalar curvature such that $c^*h = dx^2 + g$ on $[0, \epsilon] \times M$ for some metric $g$ on $M$, with the usual Fréchet topology. We let
\[
\mathcal{R}^+(W) := \operatorname{colim}_{\epsilon \to 0} \mathcal{R}^+(W)^\epsilon.
\]
Elements in $\mathcal{R}^+(W)$ are psc metrics $h$ which are of the form $dx^2 + g$ near $M$, and the scalar curvature of $g$ is positive. Hence assigning to $h$ the boundary value $g$ defines a continuous map
\[
\operatorname{res} : \mathcal{R}^+(W) \to \mathcal{R}^+(M).
\]
We define
\[
\mathcal{R}^+(W)_g := \operatorname{res}^{-1}(g) \subset \mathcal{R}^+(W).
\]

**Theorem 2.1.1 (Chernysh [Che06]).** For a compact manifold $W$ with collared boundary $M$, the restriction map $\operatorname{res} : \mathcal{R}^+(W) \to \mathcal{R}^+(M)$ is a Serre fibration.

In [Che06] it is only shown that $\operatorname{res}$ is a quasifibration. The version as stated is proven as Theorem 1.1 of [EF18].

2.2. The Gromov–Lawson–Chernysh theorem.

**Definition 2.2.1.** By $g_{\delta_0}^{k-1} \in \mathcal{R}(S^{k-1})$, we denote the round metric on $S^{k-1}$, i.e. the metric induced from the euclidean metric by the standard inclusion $S^{k-1} \subset \mathbb{R}^k$. It has constant scalar curvature $\operatorname{scal}(g_{\delta_0}^{k-1}) = (k-1)(k-2)$. Let $\delta > 0$. A $\delta$-R-torpedo metric $g_{\delta_0}^{k}$ on $\mathbb{R}^k$, $k \geq 3$, is an $O(k)$-invariant metric such that $\operatorname{scal}(g_{\delta_0}^{k}) \geq \frac{1}{\delta^2}(k-1)(k-2)$ and such that
\[
\varphi^*g_{\delta_0}^{k} = dr^2 + \delta g_{\delta_0}^{k-1}
\]
near $[R, \infty) \times S^{k-1}$, where $\varphi : (0, \infty) \times S^{k-1} \to \mathbb{R}^k \setminus 0$ is the diffeomorphism defined by $(r, x) \mapsto rx$. For more details, see §2.3 of [Wal11].

**Definition 2.2.2.** Let $d - k \geq 3$, let $W^d$ be a compact manifold with collared boundary $M$, let $V^k$ be a compact manifold with collared boundary $N$ and let $\phi : V \times \mathbb{R}^{d-k} \to W^d$ be an embedding. Assume that $\phi^{-1}([0, \infty) \times M) = [0, \infty) \times N$ and such that inside the collar, $\phi$ is of the form $\mathrm{id} \times \varphi$ for some embedding $\varphi : N \times \mathbb{R}^{d-k} \to M$.

Let $h_V$ be a Riemannian metric on $V$ which is collared near the boundary, pick $\delta > 0$ such that $\operatorname{scal}(h_V) + \frac{1}{\delta^2}(k-1)(k-2) > 0$ and fix a $\delta$-1-torpedo metric $g_{\delta_0}^{d-k}$ on $\mathbb{R}^{d-k}$. By
\[
\mathcal{R}^+(W, \phi) \subset \mathcal{R}^+(W),
\]
we denote the space of all $h \in R^+(W)$ such that $\phi^*h = h_V + g_{tor}^{d-k}$ near $V \times D^{d-k} \subset V \times \mathbb{R}^{d-k}$. Furthermore, we let

$$R^+(W,\phi)_g := R^+(W,\phi) \cap R^+(W)_g \subset R^+(W)_g,$$

where $g \in R^+(M,\phi)$ is a suitable boundary condition.

The following result due to Chernysh [Che04, Che06] is a sharpening of a classical result by Gromov–Lawson [GL80], and is of crucial importance for this paper:

**Theorem 2.2.3** (Chernysh). Assume that $d-k \geq 3$. Then

(i) the inclusion

$$R^+(W,\phi) \rightarrow R^+(W)$$

is a weak homotopy equivalence, and

(ii) for each $g \in R^+(M,\phi)$, the inclusion

$$R^+(W,\phi)_g \rightarrow R^+(W)_g$$

is a weak homotopy equivalence.

A complete and self-contained exposition of the proof (which also corrects some minor flaws) appears in [EF18].

**Definition 2.2.4.** Let $W$ be a compact $d$-dimensional manifold, possibly with boundary $M$. A surgery datum (i.e. embedding) $\phi : S^k \times \mathbb{R}^{d-k} \rightarrow \text{int}(W)$ is admissible if $2 \leq k \leq d-3$. Two compact $d$-manifolds $W$ and $W'$ with the same boundary are admissibly cobordant if one can obtain $W'$ from $W$ by a sequence of admissible surgeries in the interior.

Let

$$W_\phi := (W \setminus \phi(S^k \times D^{d-k})) \cup_{S^k \times S^{d-k-1}} (D^{k+1} \times S^{d-k-1})$$

be the result of performing a surgery along $\phi$. The following easy consequence of Theorem 2.2.3 is Theorem 2.5 of [BERW17].

**Corollary 2.2.5.** An admissible surgery datum $\phi$ determines a preferred homotopy class of weak homotopy equivalences

$$SE_\phi : R^+(W)_g \simeq R^+(W_\phi)_g,$$

the surgery equivalence determined by $\phi$.

We remark that $SE_\phi$ is not explicitly given, but only a zig-zag of maps. This is not a problem for our purposes: we only use $SE_\phi$ to identify the sets of path components of both spaces.

### 2.3. The stability condition

In our previous work [ERW19a], we proved a generalisation of Theorem 2.2.3, which is also a key ingredient in the present paper and which is therefore recalled here. For composable sequences

$$M_{-1} \overset{g_i}{\rightarrow} M_0 \overset{h}{\rightarrow} M_1 \overset{g_1}{\rightarrow} M_2$$

of cobordisms, $g_i \in \mathcal{R}^+(M_i)$ and $h \in \mathcal{R}^+(W)_{g_0,g_1}$, there are gluing maps

$$\mu(\_ , h) : \mathcal{R}^+(V')_{g_{-1},g_0} \rightarrow \mathcal{R}^+(V' \cup W)_{g_{-1},g_1}$$

and

$$\mu(h, \_ ) : \mathcal{R}^+(V)_{g_1,g_2} \rightarrow \mathcal{R}^+(W \cup V)_{g_0,g_2}.$$
Definition 2.3.1. Let \( W : M_0 \to M_1 \) be a cobordism and let \( h \in \mathcal{R}^+(W)_{g_0,g_1} \). Then \( h \) is called left-stable if the map \( \mu(h,\cdot) : \mathcal{R}^+(V)_{g_1,g_0} \to \mathcal{R}^+(V \cup W)_{g_1,g_0} \) is a weak equivalence for all cobordisms \( V : M_0 \to M_1 \) and all boundary conditions \( g_1 \). Dually, \( h \) is right-stable if the map \( \mu(\cdot,h) : \mathcal{R}^+(V)_{g_1,g_0} \to \mathcal{R}^+(V \cup W)_{g_1,g_0} \) is a weak equivalence for all cobordisms \( V : M_0 \to M_1 \) and all boundary conditions \( g_1 \). Finally, \( h \) is stable if it is both left and right stable. By

\[
\mathcal{R}^+(W)^{\text{rst}} \subset \mathcal{R}^+(W) \quad \text{and} \quad \mathcal{R}^+(W)^{\text{rst}}_{g_0,g_1} \subset \mathcal{R}^+(W)_{g_0,g_1},
\]

we denote the subspaces of right stable psc metrics, and define \( \mathcal{R}^+(W)^{\text{rst}}_{g_0,g_1} \) similarly.

The following result encapsulates most instances of the Gromov–Lawson surgery method that we shall use in this paper.

Theorem 2.3.2 (Theorem 3.1.2 of [ERW19a]). Let \( d \geq 6 \) and let \( W : M_0 \to M_1 \) be a \( d \)-dimensional cobordism.

(i) If the pair \( (W, M_1) \) is 2-connected then for each \( g_0 \in \mathcal{R}^+(M_0) \), there is \( g_1 \in \mathcal{R}^+(M_1) \) and a right stable \( h \in \mathcal{R}^+(W)_{g_0,g_1} \).

(ii) If the pairs \( (W, M_0) \) and \( (W, M_1) \) are both 2-connected, then every right stable \( h \in \mathcal{R}^+(W)_{g_0,g_1} \) is also left stable.

Let us collect some fairly straightforward but important facts about stable metrics. The following simple observation is immediate from the definitions and will be used repeatedly.

Lemma 2.3.3 (Lemma 3.3.1 of [ERW19a]). Let \( (W, h) : (M_0, g_0) \to (M_1, g_1) \) and \( (W', h') : (M_1, g_1) \to (M_2, g_2) \) be psc cobordisms. Then

(i) If \( h \) and \( h' \) are left-stable, then so is \( h \cup h' \).

(ii) If \( h \) and \( h' \) are right-stable, then so is \( h \cup h' \).

(iii) If \( h' \) and \( h \cup h' \) are left-stable, then so is \( h \).

(iv) If \( h \) and \( h \cup h' \) are right-stable, then so is \( h' \).

Lemma 2.3.4. The subspaces \( \mathcal{R}^+(W)^{\text{rst}}_{g_0,g_1} \subset \mathcal{R}^+(W)_{g_0,g_1} \) and \( \mathcal{R}^+(W)^{\text{rst}} \subset \mathcal{R}^+(W) \) are unions of path components. The same holds for left stable metrics.

Proof. If \( h, h' \in \mathcal{R}^+(W)_{g_0,g_1} \) lie in the same path component, then \( \mu(h,\cdot) \) and \( \mu(h',\cdot) \) are homotopic, which already shows the first claim. For the second claim, let \( M_0 \prec M_1 \prec M_2 \) be two cobordisms. Consider the commutative diagram

\[
\begin{tikzcd}
\mathcal{R}^+(W) \times \mathcal{R}^+(M_1) & \mathcal{R}^+(W) \times \mathcal{R}^+(V) \ar[l, \mu(h,\cdot)] \\
\mathcal{R}^+(W) \times \mathcal{R}^+(M_2) \ar[u, \text{id} \times r_2] & \mathcal{R}^+(M_0) \times \mathcal{R}^+(M_2) \ar[u, (r_0, r_2)]
\end{tikzcd}
\]

where \( r_i \) denotes the suitable restriction map. For \( (h, g_2) \in \mathcal{R}^+(W) \times \mathcal{R}^+(M_2) \), the fibre map

\[
(id \times r_2)^{-1}(h, g_2) \to (r_0, r_2)^{-1}(h, g_2)
\]

is precisely the map \( \mu(h,\cdot) : \mathcal{R}^+(V)_{r_1(h),g_2} \to \mathcal{R}^+(W \cup V)_{r_0(h),g_2} \). The vertical maps are fibrations, by Theorem 2.1.1. Therefore, if \( h' \) is in the same component of \( \mathcal{R}^+(W) \) as \( h \), then the fibre map over \( (h, g_2) \) is a weak equivalence if and only if the fibre map over \( (h', g_2) \) is.

This proves the Lemma for right stable metrics, and the proof for left stable metrics is completely analogous. \( \square \)
Lemma 2.3.4 has a generalisation where the underlying manifolds are allowed to be varied continuously too, as follows.

**Lemma 2.3.5.** Let \( \pi : E \to B \) be a bundle of compact manifolds with boundary. Assume that the boundary bundle \( \partial E \) is decomposed into two parts \( \partial_0 E \) and \( \partial_1 E \) (so that \( E \) can be viewed as a bundle of cobordisms). Let \( W_x := \pi^{-1}(x) \) and \( M_{1,x} := W_x \cap \partial_1 E \) (so that each \( W_x \) is a cobordism \( M_{0,x} \sim M_{1,x} \)). Let \( (h_x)_{x \in B} \) be a continuous family of psc metrics on the fibres of \( \pi \).

Then if \( B \) is path-connected and if \( h_y \in \mathcal{R}^+(W_y) \) is right stable for one \( y \in B \), then \( h_x \in \mathcal{R}^+(W_x) \) is right stable for each other \( x \in B \). The same holds for left stability.

**Proof.** By pulling back the bundle along a path from \( y \) to \( x \), we find that it is enough to consider the case \( B = [0,1] \). Let \( y = 0 \) and \( x = 1 \). But then the bundle \( \pi \) can be trivialised, so that \( E \cong [0,1] \times W_0 \). The family \( (h_x) \) becomes a continuous map \( [0,1] \to \mathcal{R}^+(W_0) \), and the claim follows immediately from Lemma 2.3.4.

**Lemma 2.3.6** (Lemma 3.3.3 of [ERW19a]). Let \( W^d : M_0 \rightsquigarrow M_1 \) be a cobordism and let \( \phi : S^k \times D^{d-k} \to \text{int}(W) \) be an admissible surgery datum. Let \( [h] \in \pi_0(\mathcal{R}^+(W)_{g_0,g_1}) \) and \( [h'] \in \pi_0(\mathcal{R}^+(W_\theta)_{g_0,g_1}) \) correspond under the weak equivalence \( \text{SE}_\theta \). Then \( h' \) is left stable (right stable) if \( h \) is left stable (right stable).

Later on, we need a sharpening of Theorem 2.3.2 which involves tangential structures.

**Definition 2.3.7.** Let \( \theta : B \to BO(d) \) be a fibration and let \( \gamma_\theta \) be the pullback of the universal \( d \)-dimensional vector bundle along \( \theta \). A \( \theta \)-structure on a \( d \)-dimensional manifold \( W \) is a bundle map \( \ell : TW \to \gamma_\theta \), and a \( \theta \)-structure on a \( (d-1) \)-dimensional manifold \( M \) is a bundle map \( \ell : \mathbb{R} \oplus TM \to \gamma_\theta \). A \( \theta \)-structure \( \ell \) on a cobordism \( W : M_0 \rightsquigarrow M_1 \) induces \( \theta \)-structures on \( M_i \), namely \( \mathbb{R} \oplus TM_i \cong TW|_{M_i} \xrightarrow{\ell} \gamma_\theta \), where the first isomorphism is induced by the collar of \( W \).

The fibration \( \theta \) is once-stable if it is pulled back from a fibration \( \theta' \) over \( BO(d+1) \).

A \( \theta \)-structure \( \ell : TW \to \gamma_\theta \) covers a map \( W \to B \), sometimes referred to as the structure map. Slightly abusing notation, we often denote the structure map also by \( \ell : W \to B \). This should not cause confusion.

**Theorem 2.3.8.** Let \( \theta \) be once-stable. Let \( (W,\ell_W) : (M_0,\ell_{M_0}) \rightsquigarrow (M_1,\ell_{M_1}) \) be a \( \theta \)-cobordism with \( d \geq 6 \). Assume that the inclusion \( i_1 : M_1 \to W \) and the structure maps \( \ell_{M_1} : M_1 \to B \) are 2-connected. Then the following statements hold.

(i) A psc metric on \( W \) is left stable if and only if it is right stable.

(ii) For each \( g_0 \in \mathcal{R}^+(M_0) \), there exists \( g_1 \in \mathcal{R}^+(M_1) \) and a stable \( h \in \mathcal{R}^+(W)_{g_0,g_1} \).

(iii) For each \( g_1 \in \mathcal{R}^+(M_1) \), there exists \( g_0 \in \mathcal{R}^+(M_0) \) and a stable \( h \in \mathcal{R}^+(W)_{g_0,g_1} \).

For the proof, we need a result which is very similar to [Ros86, Theorem 2.2] and to the result in [HJ13, Appendix III] (which were used for similar purposes in those papers).

**Lemma 2.3.9.** Let \( \theta \) be once-stable and let \( W : M_0 \rightsquigarrow M_1 \) be a \( d \)-dimensional \( \theta \)-cobordism, \( d \geq 6 \), such that the structure maps \( \ell_{M_0} : M_0 \to B \) and \( \ell_W : W \to B \) are both 2-connected. Then \( W \) is admissibly \( \theta \)-cobordant (relative to its boundary).

\(^3\) Here we need the collar around \( M_0 \) to be of the form \([0,\infty) \times M_0 \to W \) and around \( M_1 \) to be of the form \((-\infty,1] \times M_1 \to W \).
to a cobordism \( W' : M_0 \sim M_1 \) such that the inclusion \( M_0 \to W' \) is 2-connected. If \( M_1 \to W \) was 2-connected, then so is \( M_1 \to W' \).

**Proof.** The maps \( M_0 \xrightarrow{i_0} W \xrightarrow{\ell \circ i_0} B \) both induce isomorphisms on \( \pi_1 \), and we write \( \pi \) for the common fundamental group. The long exact homotopy sequence of the pair \((W, M_0)\) and the maps to \( B \) induce a diagram with exact row

\[
\pi_2(M_0) \xrightarrow{(i_0)_*} \pi_2(W) \xrightarrow{q_*} \pi_2(W, M_0) \xrightarrow{(\ell_*)_*} \pi_2(B).
\]

As the inclusion \( i_0 : M_0 \to W \) induces an isomorphism on fundamental groups, the \( \mathbb{Z}[\pi] \)-module \( \pi_2(W, M_0) \) is finitely generated by [Wal65 §1]. Hence we can pick elements \( y_1, \ldots, y_r \in \pi_2(W) \) such that \( \{q_*(y_i)\}_{i \leq r} \) generate \( \pi_2(W, M_0) \). By a diagram chase, we can moreover pick these \( y_i \) so that \( (\ell_*)(y_i) = 0 \in \pi_2(B) \).

Since \( \dim W \geq 5 \), we can represent each \( y_i \) by an embedded 2-sphere, and since the image in \( \pi_2(B) \) is zero, the normal bundle of this sphere is trivial, and hence we find embeddings \( \phi_i : S^2 \times D^{d-2} \to \text{int}(W) \) representing the \( y_i \). Doing \( \theta \)-surgeries on all these spheres yields a new \( \theta \)-cobordism \( W' \). Since the surgery on an embedded \( S^2 \times D^{d-2} \) as well as the opposite surgery on \( S^d-3 \times D^5 \) is in codimension at least 3, \( W' \) is admissibly \( \theta \)-cobordant to \( W \). If \( d \geq 6 \), then the initial 2-connectivity of \( M_1 \to W' \) is not destroyed, by a general position argument. \( \square \)

**Proof of Theorem 2.3.8** Let \( W' \) be a cobordism as provided by Lemma 2.3.9. Since \( W \) and \( W' \) are admissibly cobordant, there is a surgery equivalence

\[
\text{SE} : \mathcal{R}^+(W)_{g_0, g_1} \simeq \mathcal{R}^+(W')_{g_0, g_1}
\]

and left and right stable metrics on \( W \) and \( W' \) correspond under \( \text{SE} \), by Lemma 2.3.6. Thus part (i) follows from Theorem 2.3.2 (ii). Part (ii) is immediate from part (i) and Theorem 2.3.2 (i). For part (iii), we use a dual version of Theorem 2.3.2 (i) (i.e. apply it to the reversed cobordism): given \( g_1 \in \mathcal{R}^+(M_1) \), there is \( g_0 \in \mathcal{R}^+(M_0) \) and a left-stable \( h \in \mathcal{R}^+(W')_{g_0, g_1} \), because \( i_0 : M_0 \to W' \) is 2-connected. By part (i), \( h \) is also right stable. \( \square \)

### 3. The psc cobordism category

**3.1. Cobordism categories.** We shall make use of the theory of cobordism categories as developed in [GTMW09] [GRW14]. More specifically, we use the version \( C_\theta \) defined in [GRW14], which is a non-unital topological category. Let us recall this category in a form which will be most convenient for our needs. We shall fix a fibration \( \theta : B \to BO(d) \) as in Definition 2.3.7.

An object of \( C_\theta \) consists of a pair \((M, \ell)\) of a \((d-1)\)-dimensional closed submanifold \( M \subset \mathbb{R}^\infty \) and a \( \theta \)-structure \( \ell \) on \( M \). A morphism from \((M_0, \ell_0)\) to \((M_1, \ell_0)\) in \( C_\theta \) consists of a triple \((t, W, \ell)\) of a real number \( t > 0 \), a \( d \)-dimensional submanifold \( W \subset [0, t] \times \mathbb{R}^\infty \) which is equal to \([0, t] \times M_0 \) near \( \{0\} \times \mathbb{R}^\infty \) and equal to \([0, t] \times M_1 \) near \( \{t\} \times \mathbb{R}^\infty \), and a \( \theta \)-structure \( \ell : TW \to \gamma_0 \) which restricts to \( \ell_i \) on \( M_i \). Composition of morphisms is given by translation and union of subsets of \( \mathbb{R} \times \mathbb{R}^\infty \). This may be seen to give sets of objects and morphisms in bijection with those of [GRW14] Definition 2.6], and they are topologised using this bijection. We now explain this topology in more familiar terms.
For a \((d - 1)\)-manifold \(M\), we let the space of embeddings \(\text{Emb}(M, \mathbb{R}^\infty)\) be given the Whitney \(C^\infty\)-topology. This is contractible, has an obvious free action by the diffeomorphism group \(\text{Diff}(M)\) and the quotient map \(\text{Emb}(M; \mathbb{R}^\infty) \to \text{Emb}(M; \mathbb{R}^\infty)/\text{Diff}(M)\) is a universal \(\text{Diff}(M)\)-principal bundle [BF81]. Furthermore, let \(\text{Bun}(\mathbb{R} \oplus TM, \gamma_\theta)\) be the space of bundle maps with the compact-open topology and define

\[
\mathcal{M}^\theta(M) := \left(\text{Emb}(M, \mathbb{R}^\infty) \times \text{Bun}(\mathbb{R} \oplus TM, \gamma_\theta)\right)/\text{Diff}(M).
\]

The space of objects of \(\mathcal{C}_\theta\) can be described as

\[
\text{Ob}(\mathcal{C}_\theta) = \bigsqcup_{[M]} \mathcal{M}^\theta(M),
\]

where the disjoint union is over closed \((d - 1)\)-manifolds, one in each diffeomorphism class. Similarly, for a \(d\)-dimensional cobordism \(W\) from \(M_0\) to \(M_1\) equipped with collars \(e_0 : [0, 1) \times M_0 \hookrightarrow W\) and \(e_1 : (0, 1] \times M_1 \hookrightarrow W\) and \(\epsilon > 0\), we let \(\text{Emb}_\epsilon(W; [0, 1] \times \mathbb{R}^\infty)\) denote the space of \(\epsilon\)-collared embeddings, and \(\text{Diff}_\epsilon(W)\) denote the group of \(\epsilon\)-collared diffeomorphisms, both with the Whitney \(C^\infty\)-topology, and put

\[
\mathcal{M}^\theta(W)_\epsilon := \left(\text{Emb}_\epsilon(W; [0, 1] \times \mathbb{R}^\infty) \times \text{Bun}(TW, \gamma_\theta)\right)/\text{Diff}_\epsilon(W)
\]

and

\[
\mathcal{M}^\theta(W) := \colim_{\epsilon \to 0} \mathcal{M}^\theta(W)_\epsilon.
\]

The space of morphisms of \(\mathcal{C}_\theta\) can be described as

\[
\text{Mor}(\mathcal{C}_\theta) = (0, \infty) \times \bigsqcup_{[W]} \colim_{\epsilon \to 0} \mathcal{M}^\theta(W)_\epsilon,
\]

where the disjoint union is over \(d\)-dimensional cobordisms, one in each diffeomorphism class.

In [GRW14], certain subcategories \(\mathcal{C}^\kappa,l_\theta \subset \mathcal{C}_\theta\) were considered, and since they will be crucial for us as well, we recall their definition.

**Definition 3.1.1.** For \(\kappa \geq 0\), we define \(\mathcal{C}^\kappa_\theta \subset \mathcal{C}_\theta\) as the wide subcategory whose morphism space \(\text{Mor}(\mathcal{C}^\kappa_\theta) \subset \text{Mor}(\mathcal{C}_\theta)\) consists of all \((t, W, \ell)\) such that the inclusion \(W|_t \hookrightarrow W\) is \(\kappa\)-connected.

For \(l \geq -1\), we define \(\mathcal{C}^{\kappa,l}_\theta \subset \mathcal{C}^\kappa_\theta\) as the full subcategory on those \((M, \ell) \in \text{Ob}(\mathcal{C}^\kappa_\theta)\) such that the map \(\ell : M \to B\) is \((l + 1)\)-connected.

**Remark 3.1.2.** In [GRW14], a variant of \(\mathcal{C}^{\kappa,l}_\theta\) was defined which only makes sense when all manifolds are required to contain an embedded copy of a certain manifold \(L\) or \(L \times [0, t]\). The present definition is better suited to our needs. The index shift (that the objects in \(\mathcal{C}^{\kappa,l}_\theta\) are required to be \((l + 1)\)-connected relative to \(B\)) has its origins in [GRW14] and we decided not to change the notation, in order to avoid confusion with that paper.

**Theorem 3.1.3** (Theorem 3.1 of [GRW14]). If \(2\kappa \leq d - 2\), the inclusion \(BC^\kappa_\theta \to BC^{\kappa-1}_\theta\) is a weak homotopy equivalence.

The following is essentially Theorem 4.1 of [GRW14], with a small modification. Recall that Wall [Wal65] has defined a topological space \(B\) to have type \((F_n)\) if there exists a finite \(CW\)-complex \(K\) and an \(n\)-connected map \(K \to B\).
Theorem 3.1.4 (Galatius–Randal-Williams). Assume that

(i) \(2(l + 1) < d\),
(ii) \(l \leq \kappa\),
(iii) \(l \leq d - \kappa - 2\),
(iv) the space \(B\) is of type \((F_{l+1})\).

Then the inclusion map \(BC^\kappa_{\theta,l} \to BC^\kappa_{\theta,l-1}\) is a weak homotopy equivalence.

Remark 3.1.5. As we already said, in [GRW14], there are variant categories \(C^\kappa_{\theta,l}\) considered, where the categories we are considering correspond to setting \(L = 0\). The formulation of [GRW14, Theorem 4.1] is meaningful only if \(L \neq 0\) as it requires \(L : L \to B\) to be \((l + 1)\)-connected. We indicate in Remark 5.2.9 the minor way in which the proof in [GRW14] needs to be adjusted to prove Theorem 3.1.4 as stated.

This variant has also been observed by Hebestreit–Perlmutter [HP16, Theorem 3.3.2 et seq.].

Important for us is the case where \((\kappa,l) = (2,1)\). In that case Theorems 3.1.3 and 3.1.4 both apply as long as \(\kappa \geq 6\) and \(B\) has type \((F_2)\), showing that the inclusions \(C^2_{\theta} \to C^2_{\theta} \to C_{\theta}\) induce weak equivalences on classifying spaces.

3.2. Positive scalar curvature cobordism categories. We shall now describe an analogue of this where all manifolds are equipped with psc metrics.

Definition 3.2.1. Let \(P_\theta\) be the non-unital topological category described as follows. For each closed \((d - 1)\)-manifold \(M\) let

\[\mathcal{M}^\theta_{\text{psc}}(M) := (\text{Emb}(M, \mathbb{R}^\infty) \times \text{Bun}(\mathbb{R} \oplus TM, \gamma_\theta) \times \mathcal{R}^+(M))/\text{Diff}(M),\]

and set

\[\text{Ob}(P_\theta) := \coprod_{[M]} \mathcal{M}^\theta_{\text{psc}}(M)\]

where the disjoint union is over closed \((d - 1)\)-manifolds, one in each diffeomorphism class. For a \(d\)-dimensional cobordism \(W\) from \(M_0\) to \(M_1\) equipped with collars \(e_0 : [0,1] \times M_0 \hookrightarrow W\) and \(e_1 : [0,1] \times M_1 \hookrightarrow W\) let

\[\mathcal{M}^\theta_{\text{psc}}(W)_\epsilon := (\text{Emb}_\theta([0,1] \times \mathbb{R}^\infty) \times \text{Bun}(TW, \gamma_\theta) \times \mathcal{R}^+(W)_\epsilon))/\text{Diff}_\epsilon(W),\]

and set

\[\text{Mor}(P_\theta) = (0, \infty) \times \coprod_{[W]} \text{colim}_{\epsilon \to 0} \mathcal{M}^\theta_{\text{psc}}(W)_\epsilon\]

where the disjoint union is over \(d\)-dimensional cobordisms, one in each diffeomorphism class. As in the case of the ordinary cobordism category, composition is defined by translation and union. This defines a non-unital topological category analogously to \(C_\theta\), and forgetting psc metrics defines a continuous functor

\[F : P_\theta \longrightarrow C_\theta.\]

We can write objects in \(P_\theta\) as \((M, \ell, g)\), with \((M, \ell) \in \text{Ob}(C_\theta)\) and \(g \in \mathcal{R}^+(M)\). A morphism from \((M_0, \ell_0, g_0)\) to \((M_1, \ell_1, g_1)\) is a tuple \((t, W, \ell, h)\), with \((t, W, \ell) : (M_0, \ell_0) \hookrightarrow (M_1, \ell_1)\) a morphism in \(C_\theta\) and \(h \in \mathcal{R}^+(W)_{g_0, g_1}\). For a pair of objects \((M_0, \ell_0, g_0), (M_1, \ell_1, g_0) \in \text{Ob}(P_\theta)\) and \((t, W, \ell) \in C_\theta(M_0, M_1)\) the space

\[P_\theta((M_0, \ell_0, g_0), (M_1, \ell_1, g_0)) \cap F^{-1}(t, W, \ell)\]

is canonically identified with the space \(\mathcal{R}^+(W)_{g_0, g_1}\) of psc metrics on \(W\) subject to the boundary conditions \(g_0\) and \(g_1\).
Definition 3.2.2. We define \( \mathcal{P}_\theta^\ast \subset \mathcal{P}_\theta \) as the wide subcategory containing all morphisms in \( \mathcal{P}_\theta \) whose image under \( F : \mathcal{P}_\theta \to \mathcal{C}_\theta \) lie in \( \mathcal{C}_\theta^\ast \). We define \( \mathcal{P}_\theta^{\kappa,l} \subset \mathcal{P}_\theta^\ast \) is the full subcategory containing all objects whose image under \( F \) lie in \( \mathcal{C}_\theta^{\kappa,l} \). Finally, we define \( \mathcal{P}_\theta^{\kappa,l,\text{rst}} \subset \mathcal{P}_\theta^\ast \) and \( \mathcal{P}_\theta^{\kappa,l,\text{rst}} \subset \mathcal{P}_\theta^{\kappa,l} \) as the wide subcategories containing all morphisms \( (W, \ell, t, h) \) such that the psc metric \( h \) is right-stable. The restrictions of the forgetful functor \( F \) are denoted

\[
F^\ast, \quad F^{\kappa,l}, \quad \text{and} \quad F^{\kappa,l,\text{rst}}.
\]

One of our main goals is the identification of the homotopy fibres of the maps

\[
BF^{\kappa,l} : BP_\theta^{\kappa,l} \to BC_\theta^{\kappa,l} \quad \text{and} \quad BF^{\kappa,l,\text{rst}} : BP_\theta^{\kappa,l,\text{rst}} \to BC_\theta^{\kappa,l}.
\]

To achieve that goal, we shall apply some of the categorical techniques described in [ERW19b], such as Quillen’s Theorem A and B for non-unital topological categories. The following discussion shows that one of the main technical hypotheses of these theorems is satisfied. Let us first recall some definitions from [ERW19b].

Definition 3.2.3. Let \( \mathcal{C} \) be a non-unital topological category, with source map \( s = d_1 : \text{Mor}(\mathcal{C}) \to \text{Ob}(\mathcal{C}) \) and target map \( t = d_0 : \text{Mor}(\mathcal{C}) \to \text{Ob}(\mathcal{C}) \). We say that

\( \mathcal{C} \) is left fibrant if \( s \) is a fibration, right fibrant if \( t \) is a fibration and fibrant if \( (s, t) : \text{Mor}(\mathcal{C}) \to \text{Ob}(\mathcal{C}) \times \text{Ob}(\mathcal{C}) \) is a fibration.

(ii) \( \mathcal{C} \) has soft right units if the under category \( c \backslash \mathcal{C} \) has contractible classifying space for each \( c \in \text{Ob}(\mathcal{C}) \) and \( \mathcal{C} \) has soft left units if the over-category \( \mathcal{C}/c \) has contractible classifying space for each \( c \in \text{Ob}(\mathcal{C}) \).

(iii) \( \mathcal{C} \) has weak left units if for each object \( b \in \mathcal{C}_0 \), there is a morphism \( u : b \to b' \) in \( \mathcal{C} \) so that the map

\[
\mathcal{C}(-, b) := d_0^{-1}(b) \xrightarrow{u^\circ} \mathcal{C}(-, b')
\]

is a weak homotopy equivalence. Dually, \( \mathcal{C} \) has weak right units if for each object \( b \in \mathcal{C}_0 \), there is a morphism \( u : b' \to b \) in \( \mathcal{C} \) such that

\[
\mathcal{C}(b, -) := d_1^{-1}(b) \xrightarrow{-u^\circ} \mathcal{C}(b', -)
\]

is a weak homotopy equivalence.

Proposition 3.2.4.

(i) The forgetful functor \( F \) induces fibrations

\[
F_0 : \text{Ob}(\mathcal{P}_\theta) \to \text{Ob}(\mathcal{C}_\theta) \quad \text{and} \quad F_1 : \text{Mor}(\mathcal{P}_\theta) \to \text{Mor}(\mathcal{C}_\theta).
\]

(ii) The non-unital topological categories \( \mathcal{C}_\theta \) and \( \mathcal{P}_\theta \) are fibrant.

In order to prove this proposition we shall use the following general result.

Lemma 3.2.5.

(i) Let \( G \) be a topological group, let \( p : E \to B \) a \( G \)-principal bundle and let \( f : X \to Y \) be a \( G \)-equivariant map which is a Serre fibration. Then induced map on Borel constructions \( \text{id} \times_G f : E \times G X \to E \times G Y \) is a Serre fibration.

(ii) Let \( \varphi : G_0 \to G_1 \) be a homomorphism of topological groups which is also a Serre fibration, let \( p_i : E_i \to E_i/G_i \) be \( G_i \)-principal bundles and let \( \psi : E_0 \to E_1 \) be a Serre fibration and \( \varphi \)-equivariant. Then the induced map \( \psi' : E_0/G_0 \to E_1/G_1 \) is a Serre fibration.
Proof. The first part follows easily from the fact that being a Serre fibration is a local property.

For the second part note that \( E_0 \xrightarrow{p_0} E_0/G_0 \xrightarrow{\psi'} E_1/G_1 \) is equal to \( p_1 \circ \psi \), a composition of Serre fibrations, so is a Serre fibration. But \( p_0 \) is a Serre fibration with non-empty fibres, so \( \psi' \) is a Serre fibration too. (This is standard: given a lifting problem \( (a : D^n \times [0, 1] \to E_1/G_1, b : D^n \times \{0\} \to E_0/G_0, \) we may lift \( b \) to \( b' : D^n \times \{0\} \to E_0 \) as \( D^n \) is a cell and the fibres of \( p_0 \) are nonempty. We may then solve the lifting problem \((a, b')\), as \( \psi' \circ p_0 \) is a Serre fibration, which in particular solves the original lifting problem.) \( \square \)

Proof of Proposition 3.2.4 Part (i) is immediate from the definitions, Lemma 3.2.5 (i) and from the fact that \( \text{Emb}(M, \mathbb{R}^\infty) \to \text{Emb}(M, \mathbb{R}^\infty)/\text{Diff}(M) \) is a principal bundle.

To show part (ii) in the case of \( \mathcal{P}_b \), it is enough to show that for each cobordism \( W \) from \( M_0 \) to \( M_1 \), the source/target map \( \mathcal{M}_{\text{psc}}(W) \to \mathcal{M}_{\text{psc}}(M_0) \times \mathcal{M}_{\text{psc}}(M_1) \) is a Serre fibration. To simplify notation, we may assume \( M_0 = \emptyset \) and set \( M := M_1 \). We abbreviate \( B_0 := \text{Bun}(TW, \gamma_0) \) and \( B_1 := \text{Bun}(\mathbb{R} \oplus TM, \gamma_0) \). The restriction map \( B_0 \to B_1 \) is a Serre fibration because \( M \to W \) is a cofibration. Furthermore, if we write \( R_0^\epsilon := R^+(W)^\epsilon, R_0 := \text{colim}_{\epsilon \to 0} R_0^\epsilon \) and \( R_1 := R^+(M) \), then the restriction map \( R_0 \to R_1 \) is a Serre fibration, by Theorem 2.1.1. Let \( E_0^\epsilon := \text{Emb}_c(W, [0, 1] \times \mathbb{R}^\infty), E_0 := \text{colim}_{\epsilon \to 0} E_0^\epsilon \) and \( E_1 := \text{Emb}(M, \mathbb{R}^\infty) \). The restriction map \( E_0^\epsilon \to E_0 \) is a Serre fibration by \([\text{Lim64}]\), and it follows that \( E_0 \to E_1 \) is a Serre fibration as well. Finally, \( G_0^\epsilon := \text{Diff}_c(W), G_0 := \text{colim}_{\epsilon \to 0} G_0^\epsilon \) and \( G_1 := \text{Diff}(M) \).

By the parametrised isotopy extension theorem, the colimit of the restriction maps \( G_0 \to G_1 \) is a Serre fibration. We have to prove that the map

\[
\text{colim}_{\epsilon \to 0} (E_0^\epsilon \times B_0 \times R_0^\epsilon)/G_0^\epsilon \to (E_1 \times B_1 \times R_1)/G_1
\]

is a Serre fibration. But the source of this map is the same as

\[
\text{colim}_{\epsilon \to 0} (E_0^\epsilon \times B_0 \times R_0^\epsilon)/G_0^\epsilon = \text{colim}_{\epsilon, \delta \to 0, \delta \leq \epsilon} (E_0^\epsilon \times B_0 \times R_0^\epsilon)/G_0^\epsilon = \text{colim}_{\epsilon \to 0} (E_0^\epsilon \times B_0 \times R_0)/G_0^\epsilon = (E_0 \times B_0 \times R_0)/G_0,
\]

and so it remains to prove that \( (E_0 \times B_0 \times R_0)/G_0 \to (E_1 \times B_1 \times R_1)/G_1 \) is a fibration. With all the things said above, this is now an easy consequence of Lemma 3.2.5 (ii). The case of the category \( \mathcal{C}_0 \) is by the same argument, ignoring the spaces \( R_i \) throughout. \( \square \)

Lemma 3.2.6. The categories \( \mathcal{C}_0 \) and \( \mathcal{P}_b \) have soft right and left units.

Proof. Let us prove that \( \mathcal{P}_b \) has soft left units; the other cases are analogous. By \([\text{ERW19b}, \text{Lemma } 3.14]\), it suffices to show that \( \mathcal{P}_b \) has weak left units. Using \([\text{ERW19b}, \text{Remark } 3.13]\), this means that for each \( (M_1, \ell_1, g_1) \in \text{Ob}(\mathcal{P}_b) \), there is a morphism \( u : (M_1, \ell_1, g_1) \to (M_2, \ell_2, g_2) \), such that for all \( (M_0, \ell_0, g_0) \in \text{Ob}(\mathcal{P}_b) \), the composition map

\[
\mathcal{P}_b((M_0, \ell_0, g_0), (M_1, \ell_1, g_1)) \xrightarrow{u_0} \mathcal{P}_b((M_0, \ell_0, g_0), (M_2, \ell_2, g_2))
\]

\footnote{We implicitly work in the category of compactly generated spaces as in \([\text{Str}]\) to interchange products and colimits.}
is a weak equivalence. Let $(M_2, \ell_2, g_2) := (M_1, \ell_1, g_1)$ and let $u := (1, [0, 1] \times M_1, \ell'_1, dx^2 + g_1)$, where $\ell'_1$ is the canonical extension of $\ell_1$ to the cylinder. To check that $u \circ -$ is a weak equivalence, use Corollary 2.2 (ii) of [BERW17]. □

**Definition 3.2.7.** A subcategory $B \subset C$ of a topological category is *clopen* if both $\text{Ob}(B) \subset \text{Ob}(C)$ and $\text{Mor}(B) \subset \text{Mor}(C)$ are open and closed.

**Lemma 3.2.8.**

(i) The categories $C^0_\theta, C^{1, l}_\theta \subset C_\theta$ are clopen and contain the weak units.

(ii) The categories $P^\infty_\theta, P^\infty_{\text{rst}} \subset P_\theta$ and $P^{1, l}_\theta, P^{1, \text{rst}}_\theta \subset P_\theta$ are clopen and contain the weak units.

**Proof.** The first part is clear, and the second follows from Lemma 2.3.4 □

It is clear that a clopen subcategory of a fibrant category is fibrant, so Proposition 3.2.4 gives the following.

**Corollary 3.2.9.** The categories $P^\infty_{\text{rst}}, P^{1, l}_{\text{rst}} \subset P_{\theta}$ and $P^{1, \text{rst}}_\theta \subset P_\theta$ are fibrant and weakly unital. The forgetful functors $P^\infty_{\theta} : P^\infty_\theta \to C^0_\theta$ and $P^{1, \text{rst}}_{\theta} : P^{1, \text{rst}}_\theta \to C^0_\theta$ are fibrations on object and morphism spaces.

### 3.3. Models for the psc cobordism category

The point-set topological model for $P^\infty_\theta$ described above is appropriate for the proof of Theorem 3 which identifies the homotopy fibre of the forgetful maps $BF^{2,1}_{\text{rst}}$ and $BF^{2,1}$. However, for most other purposes in this paper it is better to use different models. We shall use variants of the “poset model” for the cobordism categories defined in [GRW14 Section 2.6], but it is more convenient for us to use the language of sheaves as in [MW07] and [GTMW09] instead of point-set topology. Let us give a brief review of that formalism. For details, the reader is referred to [MW07] §2.1, §2.4, §4.1 and Appendix A.

**3.3.1. The language of sheaves.** Let $\text{Mfds}$ be the category of all smooth manifolds and smooth maps, referred to as *test manifolds*. A *sheaf* on $\text{Mfds}$ is a contravariant functor $F : \text{Mfds} \to \text{Set}$, which satisfies the gluing condition for open covers $(U_i)_{i \in I}$ of a manifold $X$. In other words, if $z_i \in F(U_i)$ is a collection of elements (often called “sections”) such that $z_i|_{U_i \cap U_j} = z_j|_{U_i \cap U_j}$ for all $i, j \in I$, then there is a unique $z \in F(X)$ such that $z_i|_{U_i} = z_i$ for all $i$. The sheaves on $\text{Mfds}$ are the objects of a category *Sheaves*.

The points of $F$ are the elements of the set $F(*)$. A section $z \in F(X)$ defines a function $f_z : X \to F(*)$ namely $x \mapsto j^*_x(z)$, where $j_x : * \to X$ is the inclusion of $x$ into $X$. Most (but not all) sheaves we meet in this paper have the property that a section $z$ is determined by the function $f_z$. A subset $\mathcal{G}(\ast) \subset F(*)$ determines a subsheaf $\mathcal{G} \subset F$: $\mathcal{G}(X) \subset F(X)$ is the set of those $z \in F(X)$ such that $j^*_x(z) \in \mathcal{G}(\ast)$ for each $x \in X$.

Let $\Delta^p := \{(x_0, \ldots, x_p) \in \mathbb{R}^{p+1} \mid \sum_{i=0}^p x_i = 1\}$ denote the extended $p$-simplex; for varying $p$ these define a cosimplicial object $\Delta^\bullet : \Delta \to \text{Mfds}$ in the category of smooth manifolds. To a sheaf $F$ one can therefore associate a simplicial set $[p] \mapsto F(\Delta^p)$, and the *representing space* $[F]$ of $F$ is by definition the fat geometric

---

[5]In [MW07], the ordinary geometric realisation is used. Since we will have to deal with sheaves of semi-simplicial sets in this paper, it is more convenient to use the fat geometric realisation. In any case, the homotopy types agree.
realisation
\[ |p| \mapsto \mathcal{F}(\Delta^p) \]
of this simplicial set. We say that a map of sheaves is a weak equivalence if the induced map of representing spaces is a weak equivalence of spaces.

Remark 3.3.1. Evaluation defines functions \( \Delta^p \times \mathcal{F}(\Delta^p) \to \mathcal{F}(\ast) \) which are compatible for varying \( p \), giving a (surjective) function
\[ |\mathcal{F}| \to \mathcal{F}(\ast). \]

We may endow \( \mathcal{F}(\ast) \) with the quotient topology from this map, which is easily seen to have the property that the functions \( f_z : X \to \mathcal{F}(\ast) \) become continuous for every \( z \in \mathcal{F}(X) \). However this topology might be somewhat pathological in that it receives more continuous maps than these, even up to homotopy: proving it does not involves establishing an “approximation” theorem for maps into \( \mathcal{F}(\ast) \) (endowed with this topology). In any case \( |\mathcal{F}| \) always has the correct homotopy type, and one can avoid a certain amount of anguish by working solely with sheaves and their representing spaces.

Elements \( z_0, z_1 \in \mathcal{F}(X) \) are concordant if there is a \( z \in \mathcal{F}(X \times \mathbb{R}) \) which agrees with \( \text{pr}_X^* z_0 \) on a neighbourhood of \( X \times (-\infty, 0] \) and with \( \text{pr}_X^* z_1 \) on a neighbourhood of \( X \times [1, \infty) \). This defines an equivalence relation on \( \mathcal{F}(X) \), and we write \( \mathcal{F}[X] \) for the set of equivalence classes. It is shown in Proposition 2.17 of [MW07] that there is a natural bijection
\[ [X; |\mathcal{F}|] \sim \to \mathcal{F}[X] \]
from the set of homotopy classes of continuous maps from \( X \) to \( |\mathcal{F}| \) to the set of concordance classes of sections of \( \mathcal{F} \) over \( X \). The following criterion is useful to prove that a map of sheaves is a weak equivalence.

**Proposition 3.3.2** (Proposition 2.18 of [MW07]). Let \( f : \mathcal{E} \to \mathcal{F} \) be a map of sheaves. For a closed subset \( A \subset X \), we let
\[ \mathcal{E}(A \subset X) := \lim_{U \to A \text{ open}} \mathcal{E}(U) \]
denote the set of germs of sections of \( \mathcal{E} \) near \( A \), and for \( z \in \mathcal{E}(A \subset X) \), we let \( \mathcal{E}[X, A; z] \) be the set of concordance classes (relative to \( A \)) of sections which agree with \( z \) near \( A \). If for each \( X \in \text{Mfds} \), \( A \subset X \) closed, and \( z \in \mathcal{E}(A \subset X) \) the map
\[ f_* : \mathcal{E}[X, A; z] \to \mathcal{F}[X, A; f(z)] \]
is surjective, then \( f : \mathcal{E} \to \mathcal{F} \) is a weak equivalence. (This is simply an instance of the philosophy that injectivity is relative surjectivity.)

3.3.2. The sheaf version of the cobordism categories.

**Definition 3.3.3.** Let \( U \) be a manifold and \( d \in \mathbb{N}_0 \). Let \( \theta : B \to BO(d) \) be a Serre fibration, and let \( \gamma_\theta := \theta^* \gamma_d \) be the pullback of the universal vector bundle. The sheaf \( \psi_\theta(U) \) assigns to a test manifold \( X \) the set of all pairs \((M, \ell)\), where
(i) \( M \subset U \times X \) is a submanifold which is closed as a subspace, such that the projection map \( \pi = \text{pr}_X : M \to X \) is a submersion with \( d \)-dimensional fibres.
(ii) \( \ell \) is a \( \theta \)-structure on the vertical tangent bundle \( T_v M := \ker(d\pi) \to M \), in other words a bundle map \( \ell : T_v M \to \gamma_\theta \).
Note that \( \psi_\theta(U)(*) \) is the set of all \( d \)-dimensional submanifolds \( M \subset U \) which are closed as a subspace and are equipped with a \( \theta \)-structure. In Sections 2.1 and 2.3 of [GRW10] a topology on the set \( \psi_\theta(U)(*) \) is defined, with the resulting topological space denoted by \( \Psi_\theta(U) \). By Lemma 2.17 of [GRW10], the function \( f_z : X \to \Psi_\theta(U) \) induced by an element \( z \in \psi_\theta(U)(X) \) is “smooth” and so in particular continuous. The canonical evaluation function \( |\psi_\theta(U)| \to \Psi_\theta(U) \) is therefore continuous, and in fact is a weak homotopy equivalence by the smooth approximation theorem, Lemma 2.18 of [GRW14]. In Theorem A.3 of [SP17] Schommer-Pries has shown \( \psi_\theta(U)(*) \) is a weak homotopy equivalence by the smooth approximation theorem, Lemma 2.18 of [GRW14]. In Theorem A.3 of [SP17] Schommer-Pries has shown that the quotient topology on \( \psi_\theta(U)(*) \) from \( |\psi_\theta(U)| \) agrees with that of \( \Psi_\theta(U) \).

A fibrewise Riemannian metric on a submersion \( \pi : M \to X \) is a smooth bundle metric \( g \) on \( T_xM \). The restriction of \( g \) to a fibre \( \pi^{-1}(x) \) is a Riemannian metric \( g_x \) on \( \pi^{-1}(x) \).

**Definition 3.3.4.** The sheaf \( \psi^\text{rim}_{\theta}(U) \) assigns to a test manifold \( X \) the set of all triples \( (M, \ell, q) \), where

(i) \( (M, \ell, q) \in \psi_\theta(U)(X) \), and

(ii) \( g \) is a fibrewise Riemannian metric on \( M \).

A semi-simplicial sheaf or sheaf of semi-simplicial sets is a functor \( \mathcal{F}_\bullet : \text{Mfds} \to \text{ssSet} \) such that each \( \mathcal{F}_q : \text{Mfds} \to \text{Set} \) is a sheaf of sets in the sense described above. Then \( [q] \mapsto |\mathcal{F}_q| \) is a semi-simplicial space, whose fat geometric realisation we denote by \( ||\mathcal{F}_\bullet|| \). If \( C : \text{Mfds} \to \text{Cat}^{nu} \) is a sheaf of (small) non-unital categories (i.e. a functor such that \( \text{Ob}(C), \text{Mor}(C) : \text{Mfds} \to \text{Set} \) are sheaves of sets in the sense described above), then taking nerves gives a semi-simplicial sheaf \( N\bullet C \).

We may easily encode the categories \( C^\bullet_{\theta} : P^\bullet_{\theta} : P^\bullet_{\theta,\text{psc}}, \) and \( P^\bullet_{\theta,\text{rst}} \) from Section 3.2 in the language of sheaves, as their spaces of objects and morphisms all have a natural notion of “smooth maps from a manifold”.

**Definition 3.3.5.** Let \( \text{Ob}(\text{sh}_\theta) : \text{Mfds} \to \text{Set} \) be the sheaf which assigns to a test manifold \( X \) the set of pairs \( (M, \ell_M) \) of a submanifold \( M \subset \mathbb{R}^\infty \times X \) such that the projection \( \pi_M : M \to X \) is a proper submersion with \( (d-1) \)-dimensional fibres, and \( \ell_M : \ell^1 \oplus T_xM \to \gamma_\theta \) is a bundle map.

For a smooth function \( t : X \to (0, \infty) \), we denote

\[ [0, t] \times \mathbb{R}^\infty \times X := \{(s, v, x) \in \mathbb{R} \times \mathbb{R}^\infty \times X \mid 0 \leq s \leq t(x)\} \]

and

\[ \{t\} \times \mathbb{R}^\infty \times X := \{(s, v, x) \in \mathbb{R} \times \mathbb{R}^\infty \times X \mid s = t(x)\} \cong \{0\} \times \mathbb{R}^\infty \times X. \]

Let \( \text{Mor}(\text{sh}_\theta) : \text{Mfds} \to \text{Set} \) be the sheaf which assigns to a test manifold \( X \) the set of triples \( (t, W, \ell_W) \) of a smooth function \( t : X \to (0, \infty) \), a submanifold \( W \subset [0, t] \times \mathbb{R}^\infty \times X \) such that the projection \( \pi : W \to X \) is a proper submersion with fibres \( W_x := \pi^{-1}(x) \) being \( d \)-dimensional manifolds whose boundary lies in \( \{(0) \cup \{t\}\} \times \mathbb{R}^\infty \times X \), and \( \ell_W : T_xW \to \gamma_\theta \) is a bundle map, such that there is a smooth \( \epsilon : X \to (0, \infty) \) so that \( (W_x, \ell_W|W_x) \in \mathcal{M}^\theta(W_x, \epsilon(x)) \) for each \( x \in X \).

The source and target maps are given by restriction to \( \{0\} \times \mathbb{R}^\infty \times X \) or \( \{t\} \times \mathbb{R}^\infty \times X \) and the obvious identification. The composition map is given by translating and gluing. This defines a sheaf of non-unital categories, which is very much similar to the one defined in [GTMW09] Definition 2.8.

Note that \( (N_p\text{sh}_\theta)(*) = N_p\mathcal{C}_\theta \) as sets, and with the topology on \( N_p\mathcal{C}_\theta \) described in Section 3.1 the evaluation maps \( X \times (N_p\text{sh}_\theta)(X) \to N_p\mathcal{C}_\theta \) are continuous.
there is a continuous map \(|N_p \mathcal{C}_\theta| \to N_p \mathcal{C}_\theta|\) given by evaluation. This map is a weak equivalence, by smooth approximation of maps into \(N_p \mathcal{C}_\theta|\), and so taking the fat geometric realisation gives a weak equivalence \(|N_\bullet \mathcal{C}_\theta| \xrightarrow{\sim} B\mathcal{C}_\theta|\). Similarly, if we define \(\mathcal{C}_\theta^{\kappa,l}\) as sub-(sheaves of non-unital categories) of \(\mathcal{C}_\theta|\) by imposing the connectivity conditions pointwise, then we have

\[
|N_\bullet \mathcal{C}_\theta^{\kappa,l}| \xrightarrow{\sim} B\mathcal{C}_\theta^{\kappa,l}.
\]

**Definition 3.3.6.** Let \(\text{Ob}(\mathcal{P}_\theta) : \text{Mfds} \to \text{Set}\) be the sheaf which assigns to a test manifold \(X\) the set of triples \((M, \ell_M, g_M)\) where \((M, \ell_M) \in \text{Ob}(\mathcal{C}_\theta|)\) and \(g_M|\) is a fibrewise Riemannian metric on \(M\) with positive scalar curvature (that is, \((g_M|)_x\) has positive scalar curvature for each \(x \in X\)).

Let \(\text{Mor}(\mathcal{P}_\theta) : \text{Mfds} \to \text{Set}\) be the sheaf which assigns to a test manifold \(X\) the set of quadruples \((t, W, \ell_W, g_W)\) where \((t, W, \ell_W) \in \text{Mor}(\mathcal{C}_\theta|)\) and \(g_W\) is a fibrewise Riemannian metric on \(W\) with positive scalar curvature such that there is a smooth \(\epsilon : X \to (0, \infty)\) so that \((W_x, \ell_W|W_x, g_W|W_x) \in \mathcal{M}_\text{psc}(W_x)_{\epsilon(x)}\) for all \(x \in X\).

Again maps into each \(N_p \mathcal{P}_\theta|\) have smooth approximations, so there are weak equivalences \(|N_\bullet \mathcal{P}_\theta| \xrightarrow{\sim} B\mathcal{P}_\theta|\). If we define \(\mathcal{P}_\theta^{\kappa,l,(\text{rat})}\) as sub-(sheaves of non-unital categories) of \(\mathcal{P}_\theta|\) by imposing the connectivity conditions (and perhaps right-stability) pointwise, then we have equivalences

\[
|N_\bullet \mathcal{P}_\theta^{\kappa,l,(\text{rat})}| \xrightarrow{\sim} B\mathcal{P}_\theta^{\kappa,l,(\text{rat})}. \tag{3.3.7}
\]

### 3.3.3. Poset models

We wish to establish models analogous to the \(\|\mathcal{D}_\theta^{\kappa,l}(\mathbb{R}^N)\| \simeq B\mathcal{C}_\theta^{\kappa,l}\) of §2.6 of [GRW14], but in the context of sheaves.

**Definition 3.3.8.** The sheaf \(\mathcal{D}_\theta(\mathbb{R}^N)\) assigns to a test manifold \(X\) the set of all \((W, \ell) \in \psi_\theta(\mathbb{R} \times \mathbb{R}^N)(X)\) such that \(W \subset \mathbb{R} \times (-1, 1)^N \times X\). We also define

\[
\mathcal{D}_\theta := \text{colim}_{N \to \infty} \mathcal{D}_\theta(\mathbb{R}^N),
\]

where the colimit is taken in the category of sheaves.

By Section 4 of [GTMW09], there is a weak equivalence

\[
|\mathcal{D}_\theta| \simeq B\mathcal{C}_\theta. \tag{3.3.9}
\]

**Definition 3.3.10.** For \((W, \ell) \in \mathcal{D}_\theta(\mathbb{R}^N)(X)\), we denote by \(x_1 : W \to \mathbb{R}\) the restriction of the projection to \(\mathbb{R}\). Note that \(x_1\) is fibrewise proper, i.e. \((x_1, \pi) : W \to \mathbb{R} \times X\) is proper. For \(J \subset \mathbb{R}\), we write \(W|_J := x_1^{-1}(J) = W \cap (J \times \mathbb{R}^N \times X)\).

If \(I \subset \mathbb{R}\) is an interval, we say that \(W\) is **cylindrical over** \(I\), if for every \(t \in I\), we have the equality \(W|_I = I \times W|_t\) as subsets of \(\mathbb{R} \times \mathbb{R}^N \times X\) and as \(\theta\)-manifolds. We say that \(W\) is **cylindrical over** \(J \subset \mathbb{R}\) if it is cylindrical over each interval \(I \subset J\), and we say that \(W\) is **cylindrical near** \(a \in \mathbb{R}\) if there is an open neighbourhood of \(a\) over which \(W\) is cylindrical.

Let in addition \(g\) be a Riemannian metric on \(W\). We say that \((W, \ell, g)\) is cylindrical over \(J\) if \((W, \ell)\) is cylindrical over \(J\) in the above sense and if for each interval \(I \subset J\) and each \(t \in I\), the metric \(g|_{W|_I}\) is equal to \(dx_1^2 + g|_{W|_t}\). Similarly, we define \((W, \ell, g)\) to be cylindrical near \(a \in \mathbb{R}\) if it is cylindrical over some neighbourhood of \(a\).

**Definition 3.3.11.** The semi-simplicial sheaf \(\mathcal{D}_\theta^{\kappa,l}(\mathbb{R}^N)\), has its sheaf of \(p\)-simplices given as follows. An element of \(\mathcal{D}_\theta^{\kappa,l}(\mathbb{R}^N)_p(X)\) is a tuple \((W, \ell_W, a, \epsilon)\) where
(i) $(W, t_W) \in \mathcal{D}_\theta(\mathbb{R}^N),$

(ii) $\alpha = (a_0, \ldots, a_p)$ and $\epsilon = (\epsilon_0, \ldots, \epsilon_p)$ are tuples of smooth functions $X \to \mathbb{R}$, with $\epsilon_i > 0$ and $a_i + 1 + \epsilon_i - a_i < \epsilon_i$ (for each $i$),

such that after restriction to each point of $X$ it satisfies

(iii) $W$ is cylindrical over each interval $[a_i - \epsilon_i, a_i + \epsilon_i]$, and for any $t \in \bigcup_{i=0}^p [a_i - \epsilon_i, a_i + \epsilon_i]$ we have that $(W|_{t}, t_W|_{W|_{t}})$ is an object of $\mathcal{C}_{\theta,l}^,$, and for two such $t < t'$ we have that $(W|_{[t', t]}(t', t)^{W_w}[w, x'_{p}])$ is a morphism of $\mathcal{C}_{\theta,l}^,$.

The face map $d_i : \mathcal{D}_{\theta,l}^{p}(\mathbb{R}^N,p)(X) \to \mathcal{D}_{\theta,l}^{p-1}(\mathbb{R}^N,p-1)(X)$ forgets $a_i$ and $\epsilon_i$. We write $\mathcal{D}_{\theta,l}^{,}$ for the colimit of these sheaves for $N \to \infty$.

There is a weak equivalence

$$\|\mathcal{D}_{\theta,l}^{,}\| \simeq B\mathcal{C}_{\theta}^{,}$$

which is proven completely analogously to Proposition 2.14 of [GRW14] but adapted to sheaves. Next, we introduce the psc version of $\mathcal{D}_{\theta,l}^{,}$.

**Definition 3.3.13.** The semi-simplicial sheaf $\mathcal{D}_{\theta,l}^{p,psc}(\mathbb{R}^N)^{,}$ has its sheaf of $p$-simplices given as follows. An element of $\mathcal{D}_{\theta,l}^{p,psc}(\mathbb{R}^N)p(X)$ is a tuple $(W, t_W, a, \epsilon, g_W)$ where $(W, t_W, a, \epsilon) \in \mathcal{D}_{\theta}^{p}(\mathbb{R}^N)p(X)$ and $g_W$ is a fibrewise Riemannian metric on $W$ such that after restriction to each point of $X$

(i) the Riemannian $\theta$-manifold $(W, t_W, g)$ is cylindrical over each of the intervals $[a_i - \frac{3}{4} \epsilon_i, a_i + \frac{3}{4} \epsilon_i]$ and

(ii) the scalar curvature of $g_W$ is positive over $W|[a_0, a_p]$.

We define $\mathcal{D}_{\theta,l}^{p,\text{rst}}(\mathbb{R}^N)p(X) \subset \mathcal{D}_{\theta,l}^{p,psc}(\mathbb{R}^N)p(X)$ as the subset of all those elements $(W, t_W, a, \epsilon, g_W)$ such that after restriction to each point of $X$ the psc metrics $g_W|[a_i, a_{i+1}]$ are right stable (for $i = 0, \ldots, p - 1$). The ith face map again forgets $a_i$ and $\epsilon_i$, and we again write $\mathcal{D}_{\theta,l}^{p,psc}$ and $\mathcal{D}_{\theta,l}^{p,\text{rst}}$ for the colimits of these sheaves as $N \to \infty$.

There are weak equivalences

$$\|\mathcal{D}_{\theta,l}^{p,psc}\| \simeq \|\mathcal{N}_{\text{sh}}\mathcal{D}_{\theta,l}^{p,}\| \quad \text{and} \quad \|\mathcal{D}_{\theta,l}^{p,\text{rst}}\| \simeq \|\mathcal{N}_{\text{sh}}\mathcal{D}_{\theta,l}^{p,\text{rst}}\|$$

which are also proven completely analogously to Proposition 2.14 of [GRW14], using that $\mathcal{R}^{+}(W) \simeq \mathcal{R}^{+}(W)$ by Corollary 2.2 of [BERW17]. Combining them with the equivalences (3.3.7) gives equivalences

$$\|\mathcal{D}_{\theta,l}^{p,psc}\| \simeq B\mathcal{C}_{\theta}^{p,} \quad \text{and} \quad \|\mathcal{D}_{\theta,l}^{p,\text{rst}}\| \simeq B\mathcal{C}_{\theta}^{p,\text{rst}}.$$  

(3.3.14)

### 3.3.4. Long and infinitesimal collars

There are two variants of $\mathcal{D}_{\theta,l}^{p,}$ (and its psc versions) which are sometimes useful. In the first variant, we prescribe strict lower bounds for the collar lengths $\epsilon_i$.

**Definition 3.3.15.** Fix a sequence of real numbers with $0 < \epsilon_0 \leq \epsilon_1 \leq \ldots \leq \epsilon_p$ and $0 \leq \epsilon_p$. Let $\mathcal{D}_{\theta,p}(\mathbb{R}^N)p(X) \subset \mathcal{D}_{\theta,p}(\mathbb{R}^N)p(X)$ be the subset of those $(W, t_W, a, \epsilon)$ such that $\epsilon_i(x) \geq \epsilon_p$ for all $i \in [p]$ and all $x \in X$. These form the $p$-simplices of a sub-semi-simplicial sheaf $\mathcal{D}_{\theta,l,c}(\mathbb{R}^N)$ of $\mathcal{D}_{\theta,l}(\mathbb{R}^N)$.

Similar definitions are made for the colimit $N \to \infty$, for the connectivity conditions and for the decorations psc and rst.
Lemma 3.3.16. The inclusion $\mathcal{D}^{\kappa,l}_{\theta,p,c_p}(\mathbb{R}^N) \to \mathcal{D}^{\kappa,l}_{\theta,p,c_p}(\mathbb{R}^N)$ is a weak equivalence for each $p$, and the same is true with the decorations psc and rst.

Proof. We will use the criterion of Proposition 3.3.2 so must show that

$$\mathcal{D}^{\kappa,l}_{\theta,p,c_p}(\mathbb{R}^N)[X, A; z] \to \mathcal{D}^{\kappa,l}_{\theta,p}(\mathbb{R}^N)[X, A; \text{inc}(z)]$$

is surjective for all $X$, $A \subset X$ closed, and germs $z$ of $\mathcal{D}^{\kappa,l}_{\theta,p,c_p}(\mathbb{R}^N)$ near $A$.

An element of the right-hand side is represented by a tuple $(W, \ell, a, \epsilon)$ such that on some open neighbourhood $U \supset A$ we have $\epsilon_i|U \geq c_p$ for all $i$. We may choose a smooth map

$$X \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$$

$$\qquad (x, t, s) \mapsto h_{x,t}(s)$$

such that each $h_{x,t}$ is a diffeomorphism, and

(i) $h_{x,t}(s) = s$ on a neighbourhood of $X \times (-\infty, 0] \times \mathbb{R}$,
(ii) there is a neighbourhood $U \supset V \supset A$ with $h_{x,t}(s) = s$ for $x \in V$ and all $t$,
(iii) for each $x \in X$ and each $q \in (0, 1)$ the functions

$$t \mapsto \begin{cases} h_{x,t}(a_i(x) + q\epsilon_i(x)) - h_{x,t}(a_i(x)) \\ h_{x,t}(a_i(x)) - h_{x,t}(a_i(x) - q\epsilon_i(x)) \end{cases}$$

are equal and nondecreasing in $t$,
(iv) we have $|h_{x,t}(a_i(x) \pm \epsilon_i(x)) - h_{x,t}(a_i(x))| \geq c_p$ on a neighbourhood of $X \times [1, \infty) \subset X \times \mathbb{R}$,
(v) we have $h_{x,t}'(s) = 1$ on a neighbourhood of

$$\{(x, t, s) \in X \times \mathbb{R} \times \mathbb{R} | s = a_i(x) \pm \epsilon_i(x)\}.$$

Pulling back the data $\xi := (W, \ell_W, a, \epsilon)$ along the smooth map

$$\psi: (s, v, x, t) \mapsto (h_{x,t}(s), v, x): \mathbb{R} \times \mathbb{R} \times X \times \mathbb{R} \to \mathbb{R} \times \mathbb{R} \times X$$

gives an element $\xi' := (W', \ell_W', a', \epsilon') \in \mathcal{D}^{\kappa,l}_{\theta,p}(\mathbb{R}^N)(X \times \mathbb{R})$ with $W' = \psi^{-1}(W)$, $\ell_W' = \ell_W \circ D\psi$, $a'(x, t) = h_{x,t}(a_i(x))$, and $\epsilon'(x, t) = h_{x,t}(a_i(x) + q\epsilon_i(x)) - h_{x,t}(a_i(x))$.

This indeed represents an element, by (iii).

The restriction of $\xi'$ to a neighbourhood of $X \times (-\infty, 0]$ is the pullback of $\xi$ by (i), whose restriction to a neighbourhood of $A \times \mathbb{R}$ is constant by (ii), and whose restriction to a neighbourhood of $X \times [1, \infty)$ is pulled back from a $\xi'' \in \mathcal{D}^{\kappa,l}_{\theta,p,c_p}(\mathbb{R}^N)(X)$ by (iv).

If in addition $W$ is equipped with a Riemannian metric $g_W$ which is psc over $[a_0 - \epsilon_0, a_p + \epsilon_p]$ when we may endow $W'$ with a Riemannian metric $g_{W'}$ which is equal to $\psi^*g_W$ outside of the $[a_i' - \epsilon_i', a_i' + \epsilon_i']$ and is equal to the evident cylindrical metric on $W'|_{a_i'} \times [a_i' - \epsilon_i', a_i' + \epsilon_i']$, which indeed fit together by (v). With this choice the above concordance works with the decoration psc. Furthermore, if each $g_{W'}|_{a_i', a_j'}$ is right-stable so is each $g_{W'}|_{a_i', a_j'}$, as the underlying manifolds are diffeomorphic and under this diffeomorphism the metrics differ by stretching a collar. \hfill $\square$

In the second variant of $\mathcal{D}^{\kappa,l}_{\theta, \bullet}$ the collar lengths are not recorded (but must exist), and the regular values $a_i$ are allowed to coincide.
Definition 3.3.17. Let $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)(X)$ be the set of all tuples $(W, \ell, a, g)$ where $(W, \ell) \in \mathcal{D}_0(\mathbb{R}^N)(X)$, $a = (a_0, \ldots, a_p)$ is a tuple of smooth functions $X \to \mathbb{R}$ such that $a_0 \leq \ldots \leq a_p$, and $g$ is a fibrewise Riemannian metric on $W$. We require that after restricting to a point of $X$, $(W_x, g_x)$ is cylindrical near each $a_i(x)$ and that $g_x|_{W[a_0(x), a_p(x)]}$ has positive scalar curvature. There is a version $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$ with the appropriate connectivity conditions, and a version $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$ requiring right-stability. The sheaves $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$ and $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$ are obtained by taking the colimit $N \to \infty$. A similar definition is made for $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$, without psc metrics.

This has a semi-simplicial structure by forgetting the $a_i$'s, which extends to a simplicial structure by doubling the $a_i$'s.

Lemma 3.3.18. The forgetful map $\mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N) \to \mathcal{D}^{p_{\theta,p}}(\mathbb{R}^N)$ is a weak equivalence for each $p$, and the same is true with the decorations psc and rst.

Proof. Again, we use the criterion of Proposition 3.3.2, so we must show that

$$\mathcal{D}^{p_{\theta,p}}_{\theta,p}(X, A; z) \to \mathcal{D}^{p_{\theta,p}}_{\theta,p}(X, A; \text{inc}(z))$$

is surjective (the argument with the decorations psc or rst is the same). An element of the target is represented by a family $(W, \ell_W, a)$ over $X$ and a tuple $\epsilon = (\epsilon_0, \ldots, \epsilon_p)$ of smooth functions $\epsilon_i : U \to (0, \infty)$ defined on an open neighbourhood of $A$. These satisfy the conditions that $a_i(x) + \epsilon_i(x) < a_{i+1}(x) - \epsilon_{i+1}(x)$ and that $W_x$ is cylindrical over the intervals $[a_i(x) - \epsilon_i(x), a_i(x) + \epsilon_i(x)]$, for all $x \in U$. We construct a concordance which proves that the element lies in the image and this concordance does not change the $\theta$-manifold $(W, \ell_W)$. There is a smooth function $\eta$ on $X$ which is positive outside $U$ and vanishes near $A$ such that $W_x$ is cylindrical over $[a_i(x) - \eta(x), a_i(x) + \eta(x)]$, for all $x \in X$. During the first part of the concordance, we change the function $a_i$ linearly to $a_i + ic\eta$, for some small $c > 0$. The result is that we can assume that all $a_i$'s are distinct. We can then extend the functions $\epsilon_i$ (after restricting them to a smaller neighbourhood of $A$) appropriately to find the preimage.

The cases with the decorations psc or rst are entirely analogous. \qed

3.3.5. Flexible models. We wish to establish models analogous to the $\|X^{p_{\theta,\bullet}}\| \simeq \|\mathcal{D}_{\theta,\bullet}\|$ of Section 2.8 of [GRW14], but in the context of sheaves and with psc metrics. This makes use of the following weakening of Definition 3.3.10.

Definition 3.3.19. Let $(W, g)$ be a Riemannian manifold and let $x_1 : W \to \mathbb{R}$ be a smooth function. We say that $g$ is of product type over an open subset $J \subset \mathbb{R}$ with respect to $x_1$ if

(i) $J$ consists of regular values of $x_1$, and $\|dx_1\| = 1$ on $x_1^{-1}(J)$,

(ii) The Lie derivative $\mathcal{L}_{\frac{\partial}{\partial x_1}} g$ of $g$ along the vector field dual to $dx_1$ vanishes near $x_1^{-1}(t)$.

We remark that if $x_1$ is proper, the flow generated by $\frac{\partial}{\partial x_1}$ identifies $x_1^{-1}(J)$ with $J \times x_1^{-1}(t)$ for a small interval $J$ containing $t$. With respect to this identification, the metric $g$ takes the form $dx_1^2 + g_0$ for $g_0 := g|_{x_1^{-1}(t)}$. In this sense, Definition 3.3.19 is a weakening of Definition 3.3.10. The following is a psc version of [GRW14 Definition 2.18], adapted to sheaves.
Definition 3.3.20. The semi-simplicial sheaf $\mathbf{X}_{\ast, \ell}^{\text{psc}}$ has its sheaf of $p$-simplices given as follows. An element of $\mathbf{X}_{\ast, \ell}^{\text{psc}}(X)$ is a tuple $(a, \epsilon, (W, \ell_W, g_W))$ such that $a = (a_0, \ldots, a_p)$ and $\epsilon = (\epsilon_0, \ldots, \epsilon_p)$ are tuples of smooth maps $X \to \mathbb{R}$, with $\epsilon_i > 0$ and $a_i - 1 + \epsilon_{i-1} < a_i - \epsilon_i$, is a closed subset such that $\pi = \text{pr}_X : W \to X$ is a submersion with $d$-dimensional fibres, $\ell_W : T_x W \to \gamma_0$ is a bundle map, and $g_W$ is a fibrewise Riemannian metric on $W$, such that after restriction to each point of $X$ it satisfies

(i) $(a, \epsilon, (W, \ell_W))$ defines an element of $\mathbf{X}_{\ast, \ell}^{\text{psc}}$ from Definition 2.18 of [GRW14],
(ii) the Riemannian metric $g_W$ has positive scalar curvature,
(iii) for each $i \in [p]$ there exist $s_i \in \mathbb{R}$ and $\delta_i > 0$ with $a_i - \epsilon_i \leq s_i - \delta_i < s_i + \delta_i \leq a_i + \epsilon_i$ such that $(W, g_W)$ is of product type over $(s_i - \delta_i, s_i + \delta_i)$ with respect to $x_1 : W \to \mathbb{R}$.

Define $\mathbf{X}_{\ast, \ell, \text{rst}}^{\text{psc}}$ as the sub-semi-simplicial sheaf of $\mathbf{X}_{\ast, \ell}^{\text{psc}}$, consisting of those elements whose restriction to each point in addition satisfies

(iv) for $i \leq j$ and any $s_i < s_j$ as in (iii), the metric $(g_W)[s_i, s_j]$ is right stable.

The following is easily proved by adapting the idea of Proposition 2.20 of [GRW14] to sheaves.

Lemma 3.3.21. The natural maps
$$\|\mathcal{D}_{\theta}^{\ast, \ell}^{\text{psc}}(\mathbb{R}^N)\| \to \|\mathbf{X}_{\ast, \ell}^{\text{psc}}\| \quad \text{and} \quad \|\mathcal{D}_{\theta}^{\ast, \ell, \text{rst}}(\mathbb{R}^N)\| \to \|\mathbf{X}_{\ast, \ell, \text{rst}}\|$$
induced by inclusion are weak homotopy equivalences.

4. The fibre theorems

4.1. Statement of results. The goal of this section is to identify the homotopy fibres of the maps

$$BF^{2,1} : BP_{\theta}^{2,1} \to BC_{\theta}^{2,1}$$
$$BF^{2,1, \text{rst}} : BP_{\theta}^{2,1, \text{rst}} \to BC_{\theta}^{2,1}$$
in terms of certain categories, which we call concordance categories, constructed from spaces of psc metrics on a fixed long manifold. The result is given in Theorem 4.1.4 below, but first we must define the concordance categories.

Definition 4.1.1. Let $(W, \ell) \in D_{\theta}(s)$ and let $J \subset \mathbb{R}$ be an open subset over which $W$ is cylindrical. Let $\mathcal{P}(W, J)$ be the non-unital category with objects given by the set of pairs $(t, g)$ with $t \in J$ and a psc metric $g \in \mathcal{R}^+(W|_{t})$. A morphism from $(t_0, g_0)$ to $(t_1, g_1)$ can exist only if $t_0 < t_1$ in which case it is given by a psc metric $h \in \mathcal{R}^+(W|_{[t_0, t_1]})_{g_0, g_1}$. Composition of morphisms is given by gluing. We let $\mathcal{P}(W, J)^{\text{rst}} \subset \mathcal{P}(W, J)$ be the wide subcategory whose morphisms $(t_0, g_0) \to (t_1, g_1)$ are the right-stable psc metrics $h \in \mathcal{R}^+(W|_{[t_0, t_1]})_{g_0, g_1}$, and define $\mathcal{P}(W, J)^{\text{rst}} \subset \mathcal{P}(W, J)$ similarly.

These categories do not depend on $\ell$. We have not yet defined a topology on $\mathcal{P}(W, J)$. To this end, we consider $J$ as a non-unital category via $<$ and equip it with its natural topology. There is a forgetful functor $G : \mathcal{P}(W, J) \to J$ and there is also a functor $K : J \to C_{\theta}$ given by sending $t$ to $(W|_{t}, \ell|_{W|_{t}})$ and $t < t'$ to $(W|_{[t, t']}, \ell|_{W|_{[t, t']}})$. Similarly, there is a functor $H : \mathcal{P}(W, J) \to P_{\theta}$ which
sends an object \((t, g)\) to \((W|_t, \ell|_{W|_t}, g)\) and a morphism \(h \in \mathcal{R}^+(W|_{[t_0, t_1]}))_{g_0, g_1}\) to \((W|_{[t, t]}, \ell|_{W|_{[t, t]}}; g|_{W|_{[t, t]}})\). These functors fit into a commutative diagram

\[
\begin{array}{ccc}
P(W, J) & \xrightarrow{H} & P_\emptyset \\
\downarrow G & & \downarrow F \\
J & \xrightarrow{K} & C_\emptyset
\end{array}
\] (4.1.2)

of categories. The induced squares on sets of objects and morphisms are cartesian, so that (4.1.2) is a pullback square of categories. We define the topology on \(P(W, J)\) so that (4.1.2) is a pullback square of topological categories.

If for each \(t_0 < t_1 \in J\), \((W|_{[t_0, t_1]}, \ell|_{W|_{[t_0, t_1]}})\) is a morphism in \(C^0_{\emptyset, t}\), the functor \(H\) factors through the subcategory \(P^0_{\emptyset, t}\); similarly for \(K\). Observe also that then \(H\) restricts to a functor \(H^{\text{rst}}: P(W, J)^{\text{rst}} \to P^0_{\emptyset, \text{rst}}\) on the subcategory of right-stable categories, and we similarly denote by \(G^{\text{rst}}\) the restriction of \(G\).

We call the categories \(P(W, J)\) and \(P^{\text{rst}}(W, J)\) concordance categories, for the following reason. First note that if \(J\) is an interval, then \(P(W, J) = P(\mathbb{R} \times M, J)\). The set \(\pi_0(BP(\mathbb{R} \times M, \mathbb{R}))\) is the set of all psc metrics \(g \in \mathcal{R}^+(M)\), with \(g_0\) and \(g_1\) identified if and only if there exists a concordance \(h \in \mathcal{R}^+([0, 1] \times M)\) _\pi, resulting in the set of concordance classes of psc metrics on \(M\). For the sake of readability, we abbreviate

\[
Q(M) := P(\mathbb{R} \times M, \mathbb{R}) \quad \text{and} \quad Q(M)^{\text{rst}} := P(\mathbb{R} \times M, \mathbb{R})^{\text{rst}}.
\] (4.1.3)

Now we are ready to state the main results of this section.

**Theorem 4.1.4.** Let \(W \in \mathcal{D}_\emptyset\) and let \(J \subset \mathbb{R}\) be a disjoint union of finitely many open intervals over which \(W\) is cylindrical. Suppose that for each \(x < y \in J\) the cobordism \(W|_{[x, y]}\) defines a morphism in \(C^2_{\emptyset, 1}\). Assume furthermore that \(d \geq 6\). Then the squares

\[
\begin{array}{ccc}
BP(W, J) & \xrightarrow{BH} & BP^2_{\emptyset, 1} \\
\downarrow BG & & \downarrow BF^{2, 1} \\
BJ & \xrightarrow{BK} & BC^2_{\emptyset, 1}
\end{array}
\]

and

\[
\begin{array}{ccc}
BP(W, J)^{\text{rst}} & \xrightarrow{BH^{\text{rst}}} & BP^2_{\emptyset, 1, \text{rst}} \\
\downarrow BG^{\text{rst}} & & \downarrow BF^{2, 1, \text{rst}} \\
BJ & \xrightarrow{BK} & BC^2_{\emptyset, 1}
\end{array}
\] (4.1.5)

are homotopy cartesian.

If \(J \neq \emptyset\), the space \(BJ\) is contractible (by a straightforward application of Theorem 6.2 of \([\text{GRW}]\) to the augmentation map \(N_\bullet J \to \ast\)). Hence Theorem 4.1.4 describes the homotopy fibre of \(BF^{2, 1}\) and \(BF^{2, 1, \text{rst}}\). Applying it in the situation \(W = \mathbb{R} \times M\) and \(J = \mathbb{R}\) proves Theorem C.

**Remark 4.1.6.** During the preparation of this manuscript Wolfgang Steimle has explained to us a different proof of Theorem 4.1.4 using Theorem 2.2 of \([\text{Ste18}]\) and Theorem 2.3.2.
The reason we are interested in the category $\mathcal{P}_{\theta}^{2,1,\text{rst}}$ is the following theorem, which relates $BP^{\text{rst}}(W, J)$ to actual spaces of psc metrics. For each topological category $\mathcal{C}$ and objects $a$ and $b$ of $\mathcal{C}$, there is a tautological map

$$\tau = \tau_{a,b} : \mathcal{C}(a, b) \longrightarrow \Omega_{a,b}BC$$

$$f \mapsto (t \mapsto (f, te_1 + (1-t)e_0) \in N_1\mathcal{C} \times \Delta^1 \rightarrow BC)$$

to the space of all paths from $a$ to $b$ in $BC$. For $(t_0, g_0), (t_1, g_1) \in \text{Ob}(\mathcal{P}(W, J)^{\text{rst}})$, we have $\mathcal{P}(W, J)^{\text{rst}}((t_0, g_0), (t_1, g_1)) = R^+(W|_{[t_0,t_1]}^{\text{rst}})_{g_0,g_1}$.

**Theorem 4.1.7.** Let $W \in \mathcal{D}_g(*)$ be cylindrical over the open subset $J \subset \mathbb{R}$ and let $t_0 < t_1 \in J$. Assume that the inclusion $\{t_0, t_1\} \rightarrow J$ is 0-connected. Then for each choice of $g_i \in R^+(W|_{t_i})$, the tautological map

$$\tau : R^+(W|_{[t_0,t_1]}^{\text{rst}})_{g_0,g_1} \longrightarrow \Omega_{(t_0,g_0),(t_1,g_1)}BP(W, J)^{\text{rst}}$$

is a weak equivalence.

Theorem 4.1.7 is true without any dimension or connectivity hypotheses. It has the consequence that $R^+(W|_{[t_0,t_1]}^{\text{rst}})_{g_0,g_1}$ has the homotopy type of a loop space, provided that it is non-empty. In particular, Theorem 4.1.7 implies that $R^+(M \times [0, 1])^{\text{rst}}_{g,g} \simeq \Omega_{(0,g),(1,g)}BQ(M)^{\text{rst}}$.

**Remark 4.1.8.** An $H$-space structure on $R^+(M \times [0, 1])_{g,g}$ is easily explained: one concatenates the psc metrics and scales appropriately; this construction clearly extends to an $E_1$-algebra structure. One can show that $\tau : R^+(M \times [0, 1])_{g,g} \rightarrow \Omega_{(0,g),(1,g)}BQ(M)$ is a map of $E_1$-algebras. Essentially by definition (together with Theorem 2.3.2 (ii)), the sub-$E_1$-algebra $R^+(M \times [0, 1])_{g,g}^{\text{rst}}$ is group complete (i.e. $\pi_0(R^+(M \times [0, 1])_{g,g}^{\text{rst}})$ is a group). One can interpret the map $R^+(M \times [0, 1])_{g,g}^{\text{rst}} \rightarrow \Omega_{(0,g),(0,g)}BQ(M)$ as a group completion. However, it is unclear to us whether there is the required calculus of fractions to apply the Group Completion Theorem in this situation.

**Theorem 4.1.9.** Let $d \geq 6$ and let $(W : M_0 \hookrightarrow M_1)$ be a morphism in $\mathcal{C}_{\theta}^{2,1}$. Then the square

$$\begin{array}{ccc}
\mathcal{M}_{\text{psc}}^\theta(W)^{\text{rst}}_{g_0,g_1} & \longrightarrow & \Omega_{(M_0,g_0),(M_1,g_1)}BP^2 \theta_{g}^{2,1,\text{rst}} \\
\downarrow & & \downarrow \Omega_{BF^2 \theta,1,\text{rst}} \\
\mathcal{M}_\theta^\theta(W) & \longrightarrow & \Omega_{M_0,M_1}BC^2 \theta_{g}^{2,1}
\end{array}$$

is homotopy cartesian, where the horizontal maps are the tautological maps.

To understand the horizontal maps, note that $\mathcal{M}_\theta^\theta(W)$ is a subspace of the morphism space $\mathcal{C}_{\theta}^{2,1}(M_0, M_1)$ (and similarly for the version with stable psc metrics).

4.2. **The concordance category.** We shall prove Theorems 4.1.4 and 4.1.7 by the topological version of Quillen’s Theorems A and B which we established in Section 4 of [ERW195], and here we mainly verify some of the formal hypotheses of those theorems. The proof of (the topological version of) Quillen’s Theorems A and B for a functor $F : \mathcal{A} \rightarrow \mathcal{B}$ uses a certain bi-semi-simplicial space $(F/B)_\bullet \bullet$, whose definition we will have to recall, since certain properties of it belong to the hypotheses of those theorems.
The following bi-semi-simplicial spaces are an instance of Definition 4.1 of [ERW19b].

Let \((F/B)_{p,q} \subset N_pA \times N_{q+1}B\) be the subspace of all elements of the form \((a_0 \to \cdots \to a_p, F(a_p) \to b_0 \to \cdots \to b_q)\). There is an augmentation map

\[ \eta_{p,q}^F : (F/B)_{p,q} \to N_qB \]

\[ (a_0 \to \cdots \to a_p, F(a_p) \to b_0 \to \cdots \to b_q) \mapsto (b_0 \to \cdots \to b_q). \]

Dually, we let \((B/F)_{p,q} \subset N_pA \times N_{q+1}B\) be the space of all elements of the form \(((a_0 \to \cdots \to a_p, b_0 \to \cdots \to b_q) \to F(a_0))\), with augmentation

\[ \eta_{p,q}^F : (B/F)_{p,q} \to N_qB \]

\[ (a_0 \to \cdots \to a_p, b_0 \to \cdots \to b_q \to F(a_0)) \mapsto (b_0 \to \cdots \to b_q). \]

The terms in following lemma were recalled in Definition 3.2.3

**Lemma 4.2.1.**

(i) The categories \(J\) and \(P(W,J)\) are right and left fibrant.

(ii) The categories \(J\) and \(P(W,J)\) have soft right and left units.

(iii) The forgetful functor \(G : P(W,J) \to J\) induces fibrations \(G_0 : \text{Ob}(P(W,J)) \to \text{Ob}(J)\) and \(G_1 : \text{Mor}(P(W,J)) \to \text{Mor}(J)\).

(iv) The map \(\eta_{0,0}^G\) is a fibration.

(v) The same statements are true for the subcategories \(P(W,J)^{\text{rst}}\) and \(P(W,J)^{\text{lst}}\).

**Proof.** Part (i): we prove that both categories are right fibrant, i.e. that the target maps \(d_0\) are fibrations, left fibrancy is proven by the same argument. It is clear that the target map \(\text{Mor}(J) \to \text{Ob}(J)\) is a fibration: it is even a locally trivial fibre bundle, because \(J \subset \mathbb{R}\) is open. To treat the category \(P(W,J)\), consider a lifting problem

\[
\begin{array}{ccc}
D^n \times \{0\} & \xrightarrow{a} & \text{Mor}(P(W,J)) \\
\downarrow & & \downarrow \text{d_0} \\
D^n \times [0,1] & \xrightarrow{b} & \text{Ob}(P(W,J)).
\end{array}
\]

The map \(b\) determines a continuous function \(f_1 : D^n \times [0,1] \to J\), and the lift \(a\) of \(b|_{D^n \times \{0\}}\) determines a function \(f_0' : D^n \to J\) with \(f_0' < f_1|_{D^n \times \{0\}}\). Extend \(f_0'\) to a continuous function \(f_0 : D^n \times [0,1] \to J\) with \(f_0 < f_1\). Now the projection

\[
\{(v,t,p) \in D^n \times [0,1] \times W \mid f_0(v,t) \leq x_1(p) \leq f_1(v,t)\} \to D^n \times [0,1]
\]

is a smooth fibre bundle, and hence trivial since \(D^n \times [0,1]\) is contractible. The psc data contained in the maps \(a\) and \(b\) determine (compatible) psc metrics on the restriction of the bundle to \(D^n \times \{0\}\) and on the upper boundary bundle

\[
\{(v,t,p) \in D^n \times [0,1] \times W \mid x_1(p) = f_1(v,t)\}.
\]

An application of Theorem 2.1.1 shows that we can extend these psc metrics to the whole bundle, which provides the solution to the lifting problem.

Part (ii): by part (i) and Lemma 3.14 of [ERW19b], it is enough to prove that the categories \(J\) and \(P(W,J)\) have weak units. We will show that they have weak left units; the other case is analogous. If \(t \in \text{Ob}(J)\), choose \(\epsilon > 0\) such that \([t, t+\epsilon] \subset J\). Then the morphism \(t < t + \epsilon\) is a weak left unit in \(J\). If \((t, g) \in \text{Ob}(P(W,J))\), the psc metric \(dx_1^2 + g\) on \(W|_{[t,t+\epsilon]}\) is a morphism in \(P(W,J)\) and a weak left unit in \(P(W,J)\).
Part (iii): clear from the definition of the topology on \( \mathcal{P}(W, J) \) and from Proposition 3.2.4.

Part (iv): this follows from parts (i), (iii) and Lemma 4.6 (iii) of \cite{ERW19b}.

Part (v): observe that by Lemma 2.3.4, \( \mathcal{P}(W, J)_{\text{rst}} \subset \mathcal{P}(W, J) \) is a clopen subcategory and contains the weak units. Therefore, the proofs just given carry over to the case of \( \mathcal{P}(W, J)_{\text{rst}} \) without change, and the same remark applies to \( \mathcal{P}(W, J)^{\text{rst}} \).

**Lemma 4.2.2.** Let \( \emptyset \neq J \subset I \subset \mathbb{R} \) be finite disjoint unions of open intervals over which \( W \) is cylindrical. Assume that for all \( t_0 < t_1 \in I \), the cobordism \( W|_{[t_0, t_1]} \) is a morphism in \( \mathcal{C}^{2,1}_\theta \) and assume that \( d \geq 6 \). Then the inclusions \( \iota : \mathcal{P}(W, J) \to \mathcal{P}(W, I) \) and \( \iota^{\text{rst}} : \mathcal{P}(W, J)_{\text{rst}} \to \mathcal{P}(W, I)_{\text{rst}} \) induce weak equivalences on classifying spaces.

**Remark 4.2.3.** Lemma 4.2.2 is the only place in the proof of Theorem 4.1.4 where the existence result for right stable metrics (Theorem 2.3.2) is used, through Theorem 2.3.8. This is also responsible for the hypothesis \( d \geq 6 \) and for the connectivity assumption on \( W \). Note that these hypotheses are used in the proofs of both conclusions of the lemma.

**Proof of Lemma 4.2.2.** We give the details for the case of \( \iota \): the case of \( \iota^{\text{rst}} \) will be analogous. We shall apply the version of Quillen’s Theorem A which we have established in Theorem 4.7 of \cite{ERW19b}, but to start we make some elementary simplifications. Firstly, it is enough to discuss the case where \( J \) is a single interval. Secondly, an inclusion \( J \subset I \) of sets as in the statement, with \( J \) an interval, may be written as a composition of maps of the following type:

(i) \( J \to I \) is an isotopy equivalence.

(ii) \( J \) is clopen in \( I \) and if \( s \in J \) and \( t \in I \setminus J \), then \( s < t \).

(iii) \( J \) is clopen in \( I \) and if \( s \in J \) and \( t \in I \setminus J \), then \( s > t \).

Hence it is enough to prove the lemma in these three cases: we prove the first case and the second case, the third is done by using the dual form of Quillen’s Theorem A, i.e. Theorem 4.8 of \cite{ERW19b}.

For the first case, if \( J \subset I \) is an isotopy equivalence then \( N_p \mathcal{P}(W, J) \to N_p \mathcal{P}(W, I) \) is a weak equivalence for each \( p \geq 0 \) and hence \( B \mathcal{P}(W, J) \to B \mathcal{P}(W, I) \) is a weak equivalence.

For the second case, choose \( t_0 \in J \), and write \( J_0 := J \cap (-\infty, t_0) \) and \( I_0 := J_0 \cup (I \setminus J) \). The inclusions \( J_0 \to J \) and \( I_0 \to I \) are isotopy equivalences, which means that it is enough to prove that \( B \mathcal{P}(W, J_0) \to B \mathcal{P}(W, I_0) \) is a weak equivalence. What we have achieved in this step is to ensure that \( W \) is cylindrical near \( t_0 = \sup(J_0) \).

We claim that the inclusion \( \iota : \mathcal{P}(W, J_0) \to \mathcal{P}(W, I_0) \) satisfies the hypotheses (i) and (iv) of Theorem 4.7 of \cite{ERW19b}, which will complete the proof. Both categories have soft units and are left and right fibrant, by Lemma 4.2.1 (i) and (ii). Since \( J_0 \) is clopen in \( I_0 \), the functor \( \iota \) is a fibration on both object and on morphism spaces. It follows from Lemma 4.6 (iii) of \cite{ERW19b} that the map \( \eta_{0,0} \) is a fibration. Together these verify hypothesis (iv) of Theorem 4.7 of \cite{ERW19b}.

It remains to verify hypothesis (i), i.e. that the fibre categories \( \iota/(t, g) \) have contractible classifying spaces for all \( (t, g) \in \text{Ob}(\mathcal{P}(W, I_0)). \) Suppose first that \( t \in J_0 \). Then \( \iota/(t, g) \) is the over-category \( \mathcal{P}(W, J_0)/(t, g) \), which has a contractible classifying space since \( \mathcal{P}(W, J_0) \) has soft left units by Lemma 4.2.1 (ii). Now suppose that \( t \in I_0 \setminus J_0 \). The cobordism \( W|_{[t_0, t]} : W|_{t_0} \to W|_t \) is a morphism in \( \mathcal{C}^{2,1}_\theta \) by
assumption. Thus, by Theorem 2.3.8 there is a psc metric \( g_0 \in \mathcal{R}^+(W_{t_0}) \) and a stable psc metric \( h \in \mathcal{R}^+(W|_{(t_0,t_1)})_{g_0,g} \) (it is here where we are using the hypothesis that \( d \geq 6 \)). The composition \( h \circ - \) gives a functor \( \mathcal{P}(W,J)/(t_0,g_0) \rightarrow \mathcal{I}(t,g) \), which as \( h \) is stable induces a levelwise weak equivalence on nerves and hence a weak equivalence on classifying spaces. Therefore, since the space \( B(\mathcal{P}(W,J)/(t_0,g_0)) \) is contractible (by Lemma 4.2.1(ii) again), it follows that \( B(i/(t,g)) \simeq * \), as claimed. This finishes the proof for \( i \), and the same argument applies to \( \iota \).

The next goal is the proof of Theorem 4.1.7. The proof is a version of a well-known delooping argument, adapted to the technical details of the situation.

**Proof of Theorem 4.1.7.** Write \( x_i := (t_i, g_i) \). Let \( I := J_{< t_i} \), let \( \iota = \iota_{\text{rst}} : \mathcal{P}(W,I)_{\text{rst}} \rightarrow \mathcal{P}(W,I)_{\text{rst}} \) be the inclusion functor, and let \( H : \iota_{\text{rst}}/x_1 \rightarrow \mathcal{P}(W,I)_{\text{rst}} \) be the source functor. There is a commutative square

\[
\begin{array}{ccc}
B(\iota_{\text{rst}}/x_1) & \xrightarrow{K'} & P_{x_1}B\mathcal{P}(W,I)_{\text{rst}} \\
\downarrow BH & & \downarrow ev_0 \\
B\mathcal{P}(W,I)_{\text{rst}} & \xrightarrow{B\iota_{\text{rst}}} & B\mathcal{P}(W,I)_{\text{rst}}.
\end{array}
\]

Here \( P_{x_1}B\mathcal{P}(W,I)_{\text{rst}} \) denotes the space of paths in \( B\mathcal{P}(W,I)_{\text{rst}} \) which end at \( x_1 \), and \( ev_0 \) is the map that evaluates at 0. The map \( K' \) is adjoint to the homotopy \( K : [0,1] \times B(\iota_{\text{rst}}/x_1) \rightarrow B\mathcal{P}(W,I)_{\text{rst}} \) coming from the natural transformation \( \kappa : \iota_{\text{rst}} \circ H \Rightarrow x_1 \) to the constant functor \( x_1 \). It is clear that \( BH^{-1}(x_0) = \mathcal{R}^+(W_{(t_0,t_1)})_{g_0,g_1} \), and the restriction of \( K' \) to \( BH^{-1}(x_0) \rightarrow ev_0^{-1}(x_0) = \Omega_{x_0,x_1}B\mathcal{P}(W,I)_{\text{rst}} \) is the map \( \tau \), which we want to show is a weak equivalence.

The space \( B(\iota_{\text{rst}}/x_1) \) is contractible since \( \mathcal{P}(W,I)_{\text{rst}} \) has soft left units by Lemma 4.2.1. Since \( \{t_0, t_1\} \rightarrow J \) is 0-connected, the inclusion \( I \rightarrow J \) is an isotopy equivalence. As in the proof of Lemma 4.2.2, it follows that \( B\iota_{\text{rst}} \) is a weak equivalence. Because the path space is contractible as well, \( (4.2.4) \) is homotopy cartesian. Since \( ev_0 \) is a fibration, the claim will follow once we can prove that \( BH \) is a quasi-fibration. The map \( BH \) is the geometric realisation of the semi-simplicial map \( N_{hH} \), and we shall prove that each \( N_{hH} \) is a fibration and \( N_{hH} \) is homotopy cartesian in the sense of Definition 2.9 of [ERW19b]. It then follows by Theorem 2.12 of [ERW19b] (or rather the first paragraph of its proof) that \( BH \) is a quasi-fibration. This will finish the proof.

The map \( N_{hH} : N_{hH}(\iota_{\text{rst}}/x_1) \rightarrow N_{hH}(\mathcal{P}(W,I)_{\text{rst}}) \) is given by

\[
(y_0 \xrightarrow{h_1} \cdots \xrightarrow{h_p} y_p, y_p \xrightarrow{h} x_1) \mapsto (y_0 \xrightarrow{h_1} \cdots \xrightarrow{h_p} y_p)
\]

(since \( \iota_{\text{rst}} \) is an inclusion, we write \( y_p \) for \( \iota_{\text{rst}}(y_p) \), slightly abusing notation). Because \( \mathcal{P}(W,I)_{\text{rst}} \) is left fibrant by Lemma 4.2.1, the map \( N_{hH} \) is a fibration. The fibre over \( (y_0 \xrightarrow{h_1} \cdots \xrightarrow{h_p} y_p) \) is, writing \( y_i = (s_i, k_i) \), just \( \mathcal{R}^+(W_{[s_{p-1},s_p]})_{k_{p-1},k_p} \). The maps between the fibres induced by the face maps are either the identity, or they are given by \( \mu(h_p, -) \) with \( h_p \in \mathcal{R}^+(W_{[s_{p-1},s_p]})_{k_{p-1},k_p} \). By the definition of right stability, these maps are weak equivalences. Hence \( N_{hH} \) is homotopy cartesian.

**4.3. Proof of Theorem 4.1.4.** We shall apply the version of Quillen’s Theorem B which we have established as Theorem 4.9 of [ERW19b]. We will only write down the proof for the first case of Theorem 4.1.4, the proof for the second case is
entirely analogous, with decoration \(^\text{rst}\) everywhere. In order to prove the first case of Theorem 4.1.4 have to verify the following hypotheses:

(i) \(J\) and \(C^2_{\theta}\) are left fibrant and have soft right units (this has been done in Lemma 4.2.1 Proposition 3.2.4 and Lemma 3.2.6).

(ii) \(\mathcal{P}(W,J)\) and \(\mathcal{P}^2_{\theta}\) are right fibrant (this has been done in Lemma 4.1.4 and Proposition 3.2.4). The maps

\[
\eta_{0,0}^G : (G/J)_{0,0} \rightarrow \text{Ob}(J) \quad \text{and} \quad \eta_{0,0}^{F^2_{\theta}} : (F^2_{\theta}/C^2_{\theta})_{0,0} \rightarrow \text{Ob}(C^2_{\theta})
\]

are fibrations. This follows from the fact that the maps

\[
G_0 : \text{Ob}(\mathcal{P}(W,J)) \rightarrow \text{Ob}(J) \quad \text{and} \quad F^2_0 : \text{Ob}(\mathcal{P}^2_{\theta}) \rightarrow \text{Ob}(C^2_{\theta})
\]

are fibrations, by Lemma 4.2.1 and Proposition 3.2.4, using Lemma 4.6 (iii) of [ERW19b].

(iii) For each morphism \((t,W) : M \rightsquigarrow N\) in \(C^2_{\theta}\), the fibre transition \(W \circ - : F^2_{\theta}/M \rightarrow F^2_{\theta}/N\) induces a weak equivalence on classifying spaces.

(iv) For each \(t \in J\), the functor \(G/t \rightarrow F^2_{\theta}/K(t)\) induced by \(K\) and \(H\) induces a weak equivalence on classifying spaces.

It remains to verify hypotheses (iii) and (iv). To prepare for that, we first describe the homotopy types of the fibre categories \(F^2_{\theta}/M\) in terms of concordance categories, as follows. Let \(M \in \text{Ob}(C^2_{\theta})\). For \(a < b \in \mathbb{R}\) there is a functor

\[
L : \mathcal{P}(\mathbb{R} \times M, (a,b)) \rightarrow F^2_{\theta}/M
\]

(4.3.1)
given on objects by (ignoring the tangential structures in the notation)

\[
L(t,g) := ((M,g), [0, b-t] \times M : M \rightsquigarrow M)
\]

and on morphisms by

\[
L(t_0 < t_1, h) := ([0, t_1 - t_0] \times M, h) : L(t_0, g_0) \rightarrow L(t_1, g_1).
\]

It restricts to a functor

\[
L^\text{rst} : \mathcal{P}(\mathbb{R} \times M, (a,b))^\text{rst} \rightarrow F^{2,\text{rst}}_{\theta}/M
\]

(4.3.2)
on the subcategories of right stable psc metrics.

**Lemma 4.3.3.** The functors (4.3.1) and (4.3.2) induce weak equivalences on classifying spaces.

**Proof.** We present the proof for \(L\); the argument for \(L^\text{rst}\) is completely analogous. We shall apply our dual form of Quillen’s Theorem A (Theorem 4.8 of [ERW19b]).

Hypothesis (i) of Theorem 4.8 of [ERW19b] is that the fibre category \(x/L\) has contractible classifying space, for each object \(x\) of \(F^2_{\theta}/M\). Let \(x = ((t,W) : (N,g) \rightsquigarrow M) \in \text{Ob}(F^2_{\theta}/M)\). There is a largest \(\epsilon > 0\) such that \(W\) is cylindrical over \((t-\epsilon, t]\), and for some \(\delta > 0\), \(W\) is cylindrical over \([0, \delta]\). Consider the elongation \(\hat{W} := ((-\infty, 0] \times N) \cup W \cup ([t, \infty) \times M)\). Let \(J = (t-\epsilon, 0]\) and \(I = J \cup (-\infty, \delta)\).

The fibre category \(x/L\) is isomorphic to the fibre category \((0,g)/\iota\) of the functor \(\iota : \mathcal{P}(W, J) \rightarrow \mathcal{P}(W, I)\) over the object \((0,g)\). It was shown in the proof of Lemma 4.2.2 that \((0,g)/\iota\) has contractible classifying space. Hence does \(x/L\).

We will verify hypotheses (ii) and (iii) of Theorem 4.8 of [ERW19b] by establishing the conditions of (iv) of that theorem: \(\mathcal{P}(\mathbb{R} \times M, (a,b))\) is left fibrant, \(F^{2,\text{rst}}_{\theta}/M\) is right fibrant and has soft left units, and \(\varsigma_{0,0}^L : ((F^2_{\theta}/M)/L)_{0,0} \rightarrow \text{Ob}(F^2_{\theta}/M)\) is a fibration.
The category $\mathcal{P}(\mathbb{R} \times M, (a, b))$ is left fibrant by Lemma [4.2.1] (ii).

To see that the category $F^{2,1}/M$ is right fibrant, note that there is a cartesian square
\[
\begin{array}{ccc}
\text{Mor}(F^{2,1}/M) & \rightarrow & \text{Mor}(\mathcal{P}_g^{2,1}) \\
\downarrow t & & \downarrow t \\
\text{Ob}(F^{2,1}/M) & \rightarrow & \text{Ob}(\mathcal{P}_g^{2,1})
\end{array}
\]
given by the source functor $F^{2,1}/M \to \mathcal{P}_g^{2,1}$. The right vertical map is a fibration by Proposition [3.2.4] and hence the target map $t: \text{Mor}(F^{2,1}/M) \to \text{Ob}(F^{2,1}/M)$ is a fibration.

As $F^{2,1}/M$ is right fibrant by the above, to see that it has soft right units it is enough, by Lemma 3.14 of [ERW19b], to show that it has weak left units. A fibration can be replaced by the weaker assumption that it is a Dold–Serre fibration, given by the source functor $F^{2,1}/M \to \mathcal{P}_g^{2,1}$. The right vertical map is a fibration by Proposition [3.2.4] and hence the target map $t: \text{Mor}(F^{2,1}/M) \to \text{Ob}(F^{2,1}/M)$ is a fibration.

As $F^{2,1}/M$ is right fibrant by the above, to see that it has soft right units it is enough, by Lemma 3.14 of [ERW19b], to show that it has weak left units. A weak left unit for an object $((t, W): (N, g) \rightsquigarrow M) \in \text{Ob}(F^{2,1}/M)$ may be given by choosing a small $\epsilon > 0$ so that $W$ is cylindrical over $[0, \epsilon]$, in which case
\[
(t, W) = (t - \epsilon, W|_{[\epsilon, \epsilon]} - \epsilon \cdot e_1) \circ (\epsilon, [0, \epsilon] \times N)
\]
and $(\epsilon, [0, \epsilon] \times N, dx_1^2 + g)$ gives a morphism
\[
(t, W) \rightarrow (t - \epsilon, W|_{[\epsilon, \epsilon]} - \epsilon \cdot e_1)
\]
in $F^{2,1}/M$, which is stable by Corollary 2.2.2 of [BERW17] and so induces a weak equivalence on morphism spaces. Together with Lemma 3.14 of [ERW19b], the last two facts show that $F^{2,1}/M$ has soft left units.

The map $\zeta^L_{0,0} : ((F^{2,1}/M)/L)_{0,0} \to \text{Ob}(F^{2,1}/M)$ is not a Serre fibration (which would be the hypothesis of Theorem 4.8 of [ERW19h] as stated). To understand the problem, note that $((F^{2,1}/M)/L)_{0,0}$ is the space of all $(t, g', W, h, s)$, where $t \in (a, b), g' \in \mathcal{R}^+(M), (W, s)$ is a $\theta$-cobordism $N \rightsquigarrow M$ for some $N$, $s > b - t$, and $W$ is cylindrical over $[s - (b - t), s]$. Finally, $h$ is a psc metric on $W|_{[0, s - (b - t)]}$ which equals $g'$ on the boundary $W|_{s - (b - t)} = M$. The map $\zeta^L_{0,0} : ((F^{2,1}/M)/L)_{0,0} \to \text{Ob}(F^{2,1}/M)$ sends such a point to $(W, s, g)$, where $g = h|_{N}$. Figure 1 explains why this is not a Serre fibration.

Fortunately, by Remark 3.5 of [ERW19b], the hypothesis that $\zeta^L_{0,0}$ is a Serre fibration can be replaced by the weaker assumption that it is a Dold–Serre fibration, which we claim to be the case. In other words, given a lifting problem
\[
\begin{array}{ccc}
D^n \times \{0\} & \xrightarrow{G} & ((F^{2,1}/M)/L)_{0,0} \\
\downarrow & & \downarrow \zeta^L_{0,0} \\
D^n \times [0, 1] & \xrightarrow{H} & \text{Ob}(F^{2,1}/M)
\end{array}
\]  

(4.3.4)

we can find a vertical homotopy of $G$ to a map $G'$ for which the lifting problem can be solved. The bottom map $H$ of the diagram is given by a family over $D^n \times [0, 1]$ of cobordisms $W(x, x')$ from manifolds $N(x, x')$ to $M$, of length $s(x, x')$, together with psc metrics $g(x, x')$ on $N(x, x')$. The top map $G$ is given by a family $t: D^n \to (a, b)$, psc metrics $h(x, 0)$ on $W(x, 0)|_{[0, s(x, 0) - (b - t(x, 0))]}$ which coincide with $g(x, 0)$ on $N(x, 0)$ (for all $x \in D^n$). There exists $\epsilon > 0$ such that $W(x, x')|_{s(x, x') - \epsilon, s(x, x')}$ is cylindrical for each $(x, x') \in D^n \times [0, 1]$. The vertical homotopy of $G$ adjusts the map $G$ until the function $t$ is constant and satisfies $t(x) \geq b - \epsilon$. The manifolds $W(x, 0)$, the numbers $s(x, 0)$ and the psc metrics
Figure 1. A point in \(((F^{2,1}/M)/L)_{0,0}\), which is sent by \(\zeta^L_{0,0}\) to \((W,s,h|_N) \in \text{Ob}(F^{2,1}/M)\). A path in \(\text{Ob}(F^{2,1}/M)\) starting at this point which immediately deforms the middle of \(W|_{[s-(b-t),s]}\) to be non-cylindrical cannot be lifted, as a lift would have to vary \(t\) continuously and hence must remain cylindrical over a slightly smaller interval.

\[ g(x,0) \text{ remain unchanged, and a suitable deformation of } h \text{ is done by pulling back with a collar-stretching isotopy of } W(x,0). \] After this preliminary homotopy, the lifting problem (4.3.4) can be solved, by Theorem 2.1.1.

\[ \square \]

Completion of the proof of Theorem 4.1.4. To prove Theorem 4.1.4 it remains to verify hypotheses (iii) and (iv) of Theorem 4.9 of [ERW19b]. For hypothesis (iii), let a cobordism \(((t,W) : M_0 \dashv M_1) \in \text{Mor}(C^{2,1}_g)\) be given, having a collar of width \(\epsilon\), and form the elongation

\[ \hat{W} = (-\infty,0] \times M_0 \cup W \cup ([t,\infty) \times M_1) \subset \mathbb{R} \times I^\infty. \]

We may form the diagram

\[
\begin{array}{ccc}
\text{P}(\hat{W},(-\epsilon,0)) & \longrightarrow & \text{P}(\hat{W},(-\epsilon,0) \cup (t-\epsilon,t)) \\
\downarrow L & & \downarrow L' \\
F^{2,1}/M_0 & \longrightarrow & F^{2,1}/M_1
\end{array}
\]

(4.3.5)

where the unnamed functors are inclusions, which each induce equivalences on classifying spaces by Lemma 4.2.2. The functors marked \(L\) are those of Lemma 4.3.3, where we use that \(\hat{W}|_{(-\epsilon,0)} = (-\epsilon,0) \times M_0 \subset \mathbb{R} \times M_0\) and \(\hat{W}|_{(t-\epsilon,t)} = (t-\epsilon,t) \times M_1 \subset \mathbb{R} \times M_1\), which by that lemma both induce weak equivalences on classifying spaces. The functor \(L'\) is defined similarly: on objects and some morphisms, its definition is forced by the commutativity of the diagram. The remaining morphisms are of the form \((-\epsilon < a < 0 < t-\epsilon < b < t, h \in \mathcal{R}^\ast(W|_{[a,b]})\))

and such a morphism is sent to

\[ (\hat{W}|_{[a,b]}, h) : ((M_0, h|_a), W \circ ([0,-a] \times M_0)) \longrightarrow ((M_1, h|_b), [0,t-b] \times M_1). \]

With this definition Diagram (4.3.5) commutes, and so \(W \circ - : F^{2,1}/M_0 \to F^{2,1}/M_1\) induces a weak equivalence on classifying spaces.
For hypothesis (iv), we must show that the functor $H : G/t \to F/K(t)$ induces an equivalence on classifying spaces. The manifold $W$ is cylindrical near $t$, and $J$ is open, so we may suppose it is cylindrical near some open interval $t \in (a, b) \subset J$, where it agrees with $\mathbb{R} \times K(t)$. The category $G/t$ is isomorphic to $\mathcal{P}(W, J_{\leq t})$, and we have a commutative diagram

$$
\begin{array}{ccc}
\mathcal{P}(W, (a, t)) & \longrightarrow & \mathcal{P}(\mathbb{R} \times K(t), (a, t)) \\
\downarrow & & \downarrow L \\
\mathcal{P}(W, J_{\leq t}) & \longrightarrow & F^{2,1}/K(t).
\end{array}
$$

The right-hand map is an equivalence on classifying spaces by Lemma 4.3.3. The top left-hand map is an equivalence by Lemma 4.2.2 and hence so is the bottom map, as desired. This finishes the proof of Theorem 4.1.4 in the first case. The second case is analogous, using the other cases of Lemma 4.3.3 and Lemma 4.2.2. □

**Proof of Theorem 4.1.9** A point in $\mathcal{M}^\theta(W)$ is a $\theta$-cobordism $(V, \ell) : M_0 \sim M_1$ which is diffeomorphic (relative to the boundary) to $W$. We extend the diagram of Theorem 4.1.9 as follows:

$$
\begin{array}{cccc}
\mathcal{R}^+(V)_{9_0, g_1}^\text{rst} & \longrightarrow & \mathcal{M}^\theta_{\text{ps}}(W)_{9_0, g_1}^\text{rst} & \longrightarrow & \Omega_{(M_0, g_0), (M_1, g_1)} B\mathcal{P}_{\theta}^{2,1, \text{rst}} \\
\downarrow \ast & \longrightarrow & \downarrow \pi & \longrightarrow & \downarrow \Omega_{M_0, M_1} B\mathcal{C}_{\theta}^{2,1} \\
(V, \ell) & \longrightarrow & \mathcal{M}^\theta(W) & \longrightarrow & \Omega_{M_0, M_1} B\mathcal{C}_{\theta}^{2,1}.
\end{array}
$$

The left square is homotopy cartesian, and if we can prove that the outer rectangle is homotopy cartesian, it follows that the right square induces a weak equivalence $\text{hofib}(V, \ell)(\pi) \sim \text{hofib}_{(V, \ell)}(\Omega B\mathcal{C}_{\theta}^{2,1, \text{rst}})$. If we do so for each point $(V, \ell) \in \mathcal{M}^\theta(W)$, then the right square is homotopy cartesian as required.

The elongation $\tilde{V} := \left( (-\infty, 0] \times M_0 \right) \cup V \cup \left( [1, \infty) \times M_1 \right)$ is cylindrical over $J := (-\infty, \epsilon) \cup (1 - \epsilon, \infty)$ for some $\epsilon$. On taking path spaces (4.1.5) gives the right square of the diagram

$$
\begin{array}{cccc}
\mathcal{R}^+(V)_{9_0, g_1}^\text{rst} & \longrightarrow & \Omega_{(0, g_0), (1, g_1)} B\mathcal{P}(\tilde{V}, J)_{9_0, g_1}^\text{rst} & \longrightarrow & \Omega_{(M_0, g_0), (M_1, g_1)} B\mathcal{P}_{\theta}^{2,1, \text{rst}} \\
\downarrow \ast & \longrightarrow & \downarrow \Omega B\mathcal{C}_{\theta}^{\text{rst}} & \longrightarrow & \downarrow \Omega_{M_0, M_1} B\mathcal{C}_{\theta}^{2,1} \\
\ast & \longrightarrow & \Omega_{0, 1} BJ & \longrightarrow & \Omega_{M_0, M_1} B\mathcal{C}_{\theta}^{2,1}.
\end{array}
$$

The map $\tau$ is the tautological map from Theorem 4.1.7 and hence a weak equivalence by that theorem. The map $j$ sends the point to the path $(t \mapsto ((0 < t), ((1 - t)e_0, te_1))) \in N_{V} J \times \Delta^1 \subset BJ$. The left square commutes by inspection and is hence homotopy cartesian (because $BJ \simeq \ast$). The right square of (4.3.7) is homotopy cartesian by Theorem 4.1.4. Hence the outer rectangle of (4.3.7) is homotopy cartesian. On the other hand, it is straightforward to verify that the outer rectangles of diagrams (4.3.6) and (4.3.7) agree. Hence (4.3.6) is homotopy cartesian, as desired. □
5. THE SURGERY THEOREM FOR PSC COBORDISM CATEGORIES

5.1. Statement of the result. In this section we will show how the “surgery on objects below the middle dimension” technique of [GRW14] may be adapted to prove that the inclusion maps $BP_{\theta}^{\kappa,l,\text{rst}} \rightarrow BP_{\theta}^{\kappa-1,l,\text{rst}}$ and $BP_{\theta}^{\kappa,l} \rightarrow BP_{\theta}^{\kappa-1}$ are weak homotopy equivalences, just as the map $BC_{\theta}^{2,1} \rightarrow BC_{\theta}^{1}$ was shown to be in that paper. More precisely, we wish to prove the analogue of Theorem 4.1 of [GRW14] for both versions (right stable or not) of the psc cobordism categories. At one point we depart slightly from [GRW14]: namely, in that paper, the cobordism categories $C_{\theta}^{\kappa,l}$ are not considered at all, but only a version $C_{\theta,L}^{\kappa,l}$ where all objects are required to contain a fixed copy of a certain $(d-1)$-manifold-with-boundary $L$ and all morphisms contain a copy of $L \times [0, 1]$. In this paper, we are interested in the case $L = \emptyset$, but unfortunately Theorem 4.1 of [GRW14] is stated in a way that does not apply to that case, since it requires the structure map $\ell_L : L \rightarrow B$ to be $(l+1)$-connected. We will replace this requirement with a finiteness property of $B$, item (iv) in the following theorem (item (v) is specific to the context of psc metrics and comes from the codimension restriction for Gromov–Lawson surgery).

**Theorem 5.1.1.** Suppose that the following are satisfied.

(i) $2(l+1) < d$,
(ii) $l \leq \kappa$,
(iii) $l \leq d - \kappa - 2$,
(iv) the space $B$ is of type $(F_{l+1})$,
(v) $d - l - 1 \geq 3$.

Then the maps $BP_{\theta}^{\kappa,l} \rightarrow BP_{\theta}^{\kappa-1,l}$ and $BP_{\theta}^{\kappa,l,\text{rst}} \rightarrow BP_{\theta}^{\kappa-1,l,\text{rst}}$ are weak homotopy equivalences.

5.2. Proof of Theorem 5.1.1. The proof of Theorem 5.1.1 follows the same strategy as the proof of Theorem 4.1 of [GRW14], and we have written it to be as parallel as possible. In order to avoid repetitions of large portions of that paper, we assume full familiarity with the relevant parts of [GRW14] for the rest of this section. There are two cases of Theorem 5.1.1: one for right stable metrics and one for arbitrary psc metrics. We present the proof in the case of right stable metrics; the other case has the same proof, except that the condition of right-stability is dropped whenever it occurs. The formal framework of the proof is summarised in the following diagram

\[
\begin{array}{ccc}
\|D_{\theta}^{\kappa,l,\text{rst}}\| & \sim & \|X_{\bullet}^{\kappa,l,\text{rst}}\| \\
\downarrow & & \uparrow \\
\|D_{\theta}^{\kappa,l,0}\| & \sim & \|X_{\bullet}^{\kappa,l-1,\text{rst}}\|, \\
\end{array}
\]

and we first give an approximate explanation of the terms of this diagram.

(i) The spaces $\|X_{\bullet}^{\kappa,l,\text{rst}}\|$ and $\|X_{\bullet}^{\kappa,l-1,\text{rst}}\|$ in the right hand column are the flexible models for $BP_{\theta}^{\kappa,l,\text{rst}}$ and $BP_{\theta}^{\kappa,l-1,\text{rst}}$ introduced in Definition 3.3.20 and the right vertical map is given by inclusion.
The space $\|D^{\kappa,l,\text{rst}}\|$ has been introduced in Definition 3.3.13; the upper horizontal map is given by inclusion and is a weak equivalence by Lemma 3.3.21. The space $\|D^{\kappa,l,\text{rst}}\|$ is a “space of surgery data” or better a “space of psc manifolds equipped with surgery data”. The left vertical map is defined by including empty surgery data. The lower horizontal maps forgets the surgery data, and is a weak equivalence, by Theorem 5.2.6 below.

Finally, we construct a surgery homotopy $S : [0,1] \times \|D^{\kappa,l,\text{rst}}\| \to \|X^{\kappa,l-1,\text{rst}}\|$, such that $S(0,-)$ is the forgetful map and such that $S(1,-)$ factors as indicated. Moreover, the construction is such that $S$ is the constant homotopy on the subspace $\|D^{\kappa,l,\text{rst}}\|$.

These properties together imply that the right vertical map is a weak equivalence: combining this with Lemma 3.3.21 and (3.3.14) finishes the proof of Theorem 5.1.1.

In the following, we will equip the “standard family” that was used in [GRW14] to construct the surgery homotopy with suitable psc metrics. Then we will define the space of surgery data and prove that the map which forgets surgery data is a weak equivalence. Finally (and this will be almost the same as in [GRW14]), we show how to implement the surgery homotopy.

The standard family. We begin by recalling some definitions and constructions from Section 4.2 of [GRW14]. Let $K \subset \mathbb{R}^{d-l} \times \mathbb{R}^{l+1}$ be the manifold defined in that section. Its essential features are summarised in Figure 2 below. It is a $d$-dimensional submanifold of $\mathbb{R} \times \mathbb{R}^{d-l-1} \times D^{l+1}$ which outside the set $D^{d-l} \times D^{l+1}$ coincides with $\mathbb{R}^{d-l} \times S^l$.

![Figure 2. The manifold $K$ with $d = 2$ and $l = 0$.](image)

The projection $x_1 : K \to \mathbb{R}$ onto the first coordinate has exactly two critical points on $K$, with critical values $\pm 1$ and of indices $(l+1)$ and $(d-l-1)$. We write $K|_I := x_1^{-1}(I) \cap K$ for a subset $I \subset \mathbb{R}$. For the proof of Theorem 5.1.1 only the part $K|_{(-6,0)}$ is relevant. We fix an isotopy $\lambda_s : \mathbb{R} \to \mathbb{R}$ of diffeomorphism such that

- $\lambda_0 = \text{id}$,
- $\lambda_s|_{(-\infty,-5)} = \text{id}$,
- $\lambda_1(-4) = -1$,
- $\lambda_1(-3) = -\frac{1}{3}$,
- $\lambda_1(-2) = -\frac{1}{4}$,
(vi) \( \lambda_s \leq \lambda_{s'} \) for \( s \leq s' \),
(vii) \( \lambda'_s \equiv 1 \) near \( \lambda_{s}^{-1}(-1) \).

The restriction of \( \lambda_{s}|_{(-6, -2)} : (-6, -2) \to (-6, 0) \) is an embedding and serves
the same purpose as the isotopy with the same name in [GRW14] p. 306] (it is
convenient for us to have \( \lambda_s \) defined on all of \( \mathbb{R} \) and to satisfy conditions (iv)-(vii)).
As in [GRW14], we define a 1-parameter family of submanifolds

\[ \mathcal{P}_t := (\lambda_t|_{(-6, -2)} \times \text{id}_{\mathbb{R}^d})^{-1}(K) \subset (-6, -2) \times \mathbb{R}^{d-1} \times \mathbb{R}^{l+1}. \]

From a given tangential structure \( \ell : TK|_{(-6,0)} \to \gamma_{\theta} \), a tangential structure on the
1-parameter family \( \mathcal{P}_t \) of manifolds is constructed in [GRW14] p. 306. There is no
need for us to keep track of the tangential structure in this section: the surgery move
that we will construct will be the same as the one in [GRW14] on the underlying
manifolds, and so all issues about tangential structures are already addressed in
that paper. We choose a 1-parameter family of increasing diffeomorphisms

\[ \varphi_t(a_i, \epsilon_i, a_p, \epsilon_p) : \mathbb{R} \to \mathbb{R}, \]

depending smoothly on \((a_i, \epsilon_i, a_p, \epsilon_p) \in \mathbb{R}^4 \) with \( \epsilon_i, \epsilon_p > 0 \) and
\( a_i + \epsilon_i < a_p - \epsilon_p \), such that \( \varphi_t(a_i, \epsilon_i, a_p, \epsilon_p) \) maps

(i) \((-6, -2)\) diffeomorphically onto \((a_i - \epsilon_i, a_p + \epsilon_p) \),
(ii) \(-4 \to a_i - \frac{1}{4} \epsilon_i \), and \(-5 \to a_i - \frac{1}{4} \epsilon_i \),
(iii) \( \varphi_t(a_i, \epsilon_i, a_p, \epsilon_p)' \equiv 1 \) near \( \lambda_{s}^{-1}(-1) \)

(the only difference to the maps with the same name in [GRW14] p. 308] is that
these are extended to diffeomorphisms of the whole real line, and we have introduced
the last condition, which is convenient for us, and hence introduced a \( t \)-dependence).
Now we define, depending on the parameters \( a_i, a_p, \epsilon_i, \epsilon_p \) and \( t \in [0, 1] \), the manifold

\[ \bar{P}_t := (\varphi_t(a_i, \epsilon_i, a_p, \epsilon_p)|_{(a_i - \epsilon_i, a_p + \epsilon_p)} \times \text{id}_{\mathbb{R}^d})(P_t) \subset (a_i - \epsilon_i, a_p + \epsilon_p) \times \mathbb{R}^{d-1} \times \mathbb{R}^{l+1}, \]

which is diffeomorphic to \( P_t \), but with height function rescaled by \( \varphi_t(a_i, \epsilon_i, a_p, \epsilon_p) \).
The manifolds \( P_t \) and \( \bar{P}_t \) are the same as to the manifolds with the same name
in Sections 4.2 and 4.4 of [GRW14], and in particular Proposition 4.2 of [GRW14]
holds for these manifolds.

We will now equip the manifold \( \bar{P}_t \) with suitable psc metrics. We first fix a
1-2-torpedo metric \( g^{d-1}_{\text{tor}} \) on \( \mathbb{R}^{d-1} \) (see Definition 2.2.1).

**Lemma 5.2.2.** There exist psc metrics \( h_{\bar{P}_t} = h(a_i, \epsilon_i, a_p, \epsilon_p, t) \) on \( \bar{P}_t = \bar{P}_t(a_i, \epsilon_i, a_p, \epsilon_p, \ell) \),
depending smoothly on the parameters \( a_i, \epsilon_i, a_p, \epsilon_p \) and \( t \), with the following properties:

(i) In the region

\[ \bar{P}_t \setminus (a_i - \epsilon_i, a_p + \epsilon_p) \times D_2^{d-1} \times S^l = (a_i - \epsilon_i, a_p + \epsilon_p) \times (\mathbb{R}^{d-1} \setminus D_2^{d-1}) \times S^l \]

the metric \( h \) is equal to \( dx_1^2 + g^{d-1}_{\text{tor}} + \gamma_1^l \).

(ii) In a neighbourhood of the region

\[ \bar{P}_t \cap ((a_i - \epsilon_i, a_i - \frac{3}{4} \epsilon_i) \times \mathbb{R}^{d-1} \times D^{l+1}) = (a_i - \epsilon_i, a_i - \frac{3}{4} \epsilon_i) \times \mathbb{R}^{d-1} \times S^l \]

the metric \( h \) is equal to \( dx_1^2 + g^{d-1}_{\text{tor}} + \gamma_1^l \).

(iii) \( h \) is of product type with respect to the height function \( x_1 \) except on an interval

\(^6\)This condition is vacuous unless \( a_p + \epsilon_p - (a_i - \epsilon_i) > 1 \) and we are only interested in this
construction if \( \epsilon_i \) is large enough.
(iv) If $s_0 < s_1 \in (a_i - \epsilon_i, a_p + \epsilon_p)$ are two points over which $\overline{P}_t$ and $h$ are of product type, the restriction of $h$ to the manifold $U := \overline{P}_t \cap ([s_0, s_1] \times D_3^{d-l-1} \times \mathbb{R}^{l+1})$ has the following property: if $(M, g_M)$ is any compact $(d-1)$-dimensional psc manifold and $\phi: U|_{s_0} \hookrightarrow M$ is an embedding such that $\phi^*(g_M) = h|_{U|_{s_0}}$, then writing $L := M \setminus \phi(U|_{s_0})$ the psc cobordism

\[
(U \cup [s_0, s_1] \times \partial D_3^{d-l-1} \times S^l), h|_U \cup (dx_1^2 + g_M|_L)
\]

is right-stable.

Proof. For the construction of the psc metric $h$, it is convenient for us to consider the variant $\tilde{K}$ of $K$ depicted in Figure 3 (a). We then shall construct a psc metric $g_0$ on $\tilde{K}$ and a 1-parameter family of embeddings

$$\eta_t : \overline{P}_t(a_i, \epsilon_i, a_p, \epsilon_p) \rightarrow \tilde{K},$$

and take $h := \eta_t^* g_0$.

For the construction of $\tilde{K}$, choose a smooth map $\gamma: \mathbb{R} \rightarrow \mathbb{R}$ which is equal to 0 on $[0, \infty)$, is equal to the identity on $(-\infty, -\frac{1}{4}]$, and has $\gamma' > 0$ on $(-\infty, 0)$. Set

$$\tilde{K} := (\gamma \times \text{id}_{\mathbb{R}^d})^{-1}(K).$$

This manifold is depicted in Figure 3 (a), satisfies

$$\tilde{K}|_{(-\infty, -\frac{1}{4})} = K_{(-\infty, -\frac{1}{4})},$$

$$\tilde{K}|_{[0, \infty)} = K|_0 \times [0, \infty),$$

$$\tilde{K}|_{(-\infty, -2]} = (-\infty, -2] \times \mathbb{R}^{d-1-1} \times S^l,$$

the map

$$\gamma|_{(-6, 0) \times \text{id}_{\mathbb{R}^d}} : K|_{(-6, 0)} \rightarrow \tilde{K}|_{(-6, 0)}$$

is a diffeomorphism, and the only critical point of the height function $x_1 : \tilde{K} \rightarrow \mathbb{R}$ has critical value $-1$ and index $(l + 1)$. This manifold is the long trace of a surgery of index $(l + 1)$ on a $(d - 1)$-manifold.

![Figure 3](image)

**Figure 3.** The manifolds (a) $\tilde{K}$, and (b) $K|_{(-6, 0)}$, with $d = 2$ and $i = 0$.

By Lemma 3.4.1 of [ERW19a] (here the condition $d - l - 1 \geq 3$ is used) we may choose a psc metric $g_0$ on $\tilde{K}$ such that
(i) \( g_0 \) is of product type with respect to \( x_1 \) except on \( \tilde{K} \mid_{[-\frac{1}{2}, -\frac{3}{2}]} \).

(ii) \( g_0 \) is equal to \( dx_1^2 + g_{\text{hor}}^{d-l-1} + g_0^l \) outside the region \( \mathbb{R} \times D_2^{d-l-1} \times S^l \),

(iii) if \( t_0 < t_1 \in \mathbb{R} \setminus [-\frac{3}{2}, -\frac{1}{2}] \), then the metric \( g_0 \) restricted to 

\[ \tilde{K} \cap ([t_0, t_1] \times D_2^{d-l-1} \times \mathbb{R}^{l+1}) \]

satisfies the analogue of condition (iv) (i.e. it yields a right-stable metric whenever it is glued in as the trace of a surgery on a psc manifold).

Let \( \nu_t = \nu(t, a_i, \epsilon_i, a_p, \epsilon_p) \) be the composition

\[ P_t(a_i, \epsilon_i, a_p, \epsilon_p) \xrightarrow{(\varphi_t(a_i, \epsilon_i, a_p, \epsilon_p))(\lambda_t(a_i-a^i, a_p+\epsilon_p) \times \text{id}_d)^{-1}} P_t \xrightarrow{\lambda_t(-6, -2) \times \text{id}_d} K \mid_{(-6, 0)} \]

which is an embedding. We will next construct a 1-parameter family of embeddings

\[ \mu_t = \mu(t, a_i, \epsilon_i, a_p, \epsilon_p) : K \mid_{(-6, 0)} \to \tilde{K} \]  

and put \( \eta_t := \nu_t \circ \mu_t \). To this end, let \( m_t : \mathbb{R} \to \mathbb{R} \) be the diffeomorphism (depending also on \( a_i, \epsilon_i \) and \( a_p, \epsilon_p \)) with \( m_t(-1) = -1 \) and

\[ m_t' = (\varphi_t(a_i, \epsilon_i, a_p, \epsilon_p) \circ \lambda_t^{-1})'. \]

By the properties of the functions \( \lambda_t \) and \( \varphi_t(a_i, \epsilon_i, a_p, \epsilon_p) \), we have that \( m_t \) is the identity near \(-1\). There are, depending smoothly on the data \( (a_i, \epsilon_i, a_p, \epsilon_p) \), embeddings \( \mu_t \) as in (5.2.3) which

(i) are embeddings over the function \( m_t : \mathbb{R} \to \mathbb{R} \), and

(ii) satisfy \( m_t = m_t \times \text{id}_{\mathbb{R}^{d-1}} \times S^l \) outside \((-2, 0) \times D_2^{d-l-1} \times S^l \).

These are chosen to be the identity near height \(-1\) (where \( m_t \) is the identity and near which the manifolds \( K \mid_{(-6, 0)} \) and \( \tilde{K} \) are equal, cf. Figure 3), and may be constructed using flows of the vector field dual to \( dx_1 \) elsewhere.

With all these choices being made, the metric \( h := (\nu_t \circ \mu_t)^* g_0 \) satisfies all requirements.

**Surgery data.** In this section we construct a psc version of the semi-simplicial space of surgery data from Section 4.3 of [GRW14]. The key property is stated as Theorem 5.2.6 below, which is the analogue of Theorem 4.5 of [GRW14]. In order to facilitate the proof of that result, we present the definition in two steps. This allows us to deal with the topological and the metric aspects of the proof separately. The first part will be almost the same as the proof in [GRW14], but adapted to the context of sheaves.

**Definition 5.2.4.** Fix an infinite set \( \Omega \). Let \( X \) be a test manifold and let \( (x, g_W) = (a, \epsilon, (W, \ell_W, g_W)) \in D^{\epsilon, l, \text{rst}}_{\theta}(\mathbb{R}^N)_p(X) \). Define the set \( \hat{Y}^{\text{rst}}_0(x, g_W) \) to consist of tuples \( (\Lambda, \delta, \epsilon, \ell) \) where

(i) \( \Lambda \subset \Omega \) is a finite subset,

(ii) \( \delta : \Lambda \to [p] \) is a function,

(iii) \( \epsilon : \Lambda \times (-6, -2) \times \mathbb{R}^{d-l-1} \times D^{l+1} \times X \to \mathbb{R} \times (-1, 1)^N \times X \) is a smooth family of embeddings over \( X \) and

(iv) \( \ell : T_\pi(\Lambda \times K \mid_{(\mathbb{R}^N) \times X} \to \gamma_\theta \) is a bundle map,

such that after restriction to each point of \( X \) the conditions (i)–(iv) listed below are satisfied.

As a matter of notation, write \( \Lambda_i := \delta^{-1}(i) \) and

\[ e_i : \Lambda_i \times (a_i - \epsilon_i, a_p + \epsilon_p) \times \mathbb{R}^{d-l-1} \times D^{l+1} \to \mathbb{R} \times (-1, 1)^N \]
for the embedding $e|\Lambda \circ (\text{id}_\Lambda \times \varphi(a_l,\epsilon_l,a_p,\epsilon_p)^{-1} \times \text{id}_{\mathbb{R}^d-l-i \times D^l+1})$.

Now we require the following conditions:

(i) $e^{-1}(W) = \Lambda \times (-6,-2) \times \mathbb{R}^{d-l-1} \times S^l$ and we write $\partial e$ for the embedding

\[ \Lambda \times (-6,-2) \times \mathbb{R}^{d-l-1} \times S^l \to W \]

obtained by restriction.

(ii) For $t \in \bigcup_{k=0}^{p} (a_k-\epsilon_k,a_k+\epsilon_k)$, we have $(x_1 \circ e)^{-1}(t) = \Lambda_t \times \{t\} \times \mathbb{R}^{d-l-1} \times D^l+1$.

(iii) The composition $\ell_W \circ D\partial e : T(\Lambda \times K|_{(-6,-2)}) \to \gamma_0$ coincides with the restriction of $\ell$.

(iv) If $\ell_i$ denotes the restriction of $\ell$ to $T(\Lambda_i \times K|_{(-6,0)})$, then the datum $(\epsilon_i,\ell_i)$ is enough to perform $\theta$-surgery on $M_i := W|_a_i$. The resulting $\theta$-manifold is denoted $\tilde{M}_i$ and we require that its structure map $\tilde{M}_i \to B$ be $(l+1)$-connected.

We define a semi-simplicial sheaf $\tilde{D}_0^{n,l,\text{rst}}(\mathbb{R}^N)_\bullet,0$ by

\[ \tilde{D}_0^{n,l,\text{rst}}(\mathbb{R}^N)_{p,0}(X) = \{(x,g_W),y) \mid (x,g_W) \in D_0^{n,l,\text{rst}}(\mathbb{R}^N)_p(X), y \in \tilde{Y}_0^{\text{rst}}(x,g_W)\} \]

The $i$th face map forgets the data $e_i, a_i$ and $\epsilon_i$. There is a forgetful map

\[ \tilde{D}_0^{n,l,\text{rst}}(\mathbb{R}^N)_\bullet,0 \longrightarrow D_0^{n,l,\text{rst}}(\mathbb{R}^N)_\bullet. \]

This definition is entirely parallel to Definition 4.3 of [GRW14], adapted to sheaves, with two small differences. Firstly the underlying manifolds carry psc metrics, but as there is no condition that couples the psc metric with the surgery data this is a very mild change. Secondly in [GRW14] the last condition is replaced by the requirement that after performing the surgeries, the resulting structure map $\tilde{M}_i \to B$ is injective on homotopy groups in degrees $\leq l$. We will explain below how to deal with this difference.

Figure 4. The manifold $U$, with the $S^l$-direction not drawn.

In order to be able to do psc surgery we will really be interested in a sub-semi-simplicial sheaf $D_0^{n,l,\text{rst}}(\mathbb{R}^N)_{\bullet,0} \subset \tilde{D}_0^{n,l,\text{rst}}(\mathbb{R}^N)_{\bullet,0}$ in which the psc metrics are coupled to the surgery data in a precise way. In order to define this condition we need another technical detail. We fix an embedding $\alpha : (-10,-2) \times D_3^{d-l-1} \to (-6,-2) \times \mathbb{R}^{d-l-1}$, such that

(i) for $(t,y) \in (-5,-2) \times D_3^{d-l-1}$, we have $\alpha(t,y) = (t,y)$,

(ii) for $(t,y) \in (-10,-7) \times D_3^{d-l-1}$, we have $\alpha(t,y) = (-t-12,-8\epsilon_1 - \bar{y})$, where $\bar{y} := (-y_1,y_2,y_3,\ldots,y_{d-l-1})$,

(iii) if $t \in (-7,-5)$, then $\alpha(t,y) \in (-6,-5) \times \mathbb{R}^{d-l-1}$.
The image of $\alpha \times \text{id}_{\mathbb{S}^l}$ is denoted $U \subset (-6, -2) \times \mathbb{R}^{d-l-1} \times S^l$, and is depicted in Figure 4. We have to reparametrise $\alpha$ by $\varphi(a_i, \epsilon_i, a_p, \epsilon_p)$, in the following way. Fix diffeomorphisms $\psi(a_i, \epsilon_i, a_p, \epsilon_p) : (2a_i - 2\epsilon_i - a_p - \epsilon_p, a_p + \epsilon_p) \cong (-10, -2)$, smoothly depending on these data, such that

$$
\psi(a_i, \epsilon_i, a_p, \epsilon_p)(x) = \begin{cases} 
\varphi(a_i, \epsilon_i, a_p, \epsilon_p)^{-1}(x) & a_i - \frac{3}{4} \epsilon_i \leq x \leq a_p + \epsilon_p \\
-6 & x = a_i - \epsilon_i
\end{cases}
$$

and such that the function

$$x \mapsto \psi(a_i, \epsilon_i, a_p, \epsilon_p)(x - (a_i - \epsilon_i)) + 6$$

is odd. We get a new embedding

$$\alpha' : (2a_i - a_p - \epsilon_p - 2\epsilon_i, a_p + \epsilon_p) \times D_3^{d-l-1} \rightarrow (a_i - \epsilon_i, a_p + \epsilon_p) \times \mathbb{R}^{d-l-1}$$

given by

$$\alpha'(t, y) := (\varphi(a_i, \epsilon_i, a_p, \epsilon_p) \times \text{id}_{\mathbb{R}^{d-l-1}}) \circ \alpha \circ (\psi(a_i, \epsilon_i, a_p, \epsilon_p) \times \text{id}_{D_3^{d-l-1}})$$

which has the same qualitative properties as $\alpha$. This embedding is used in the following definition of the space of psc surgery data.

**Definition 5.2.5.** We define $D_{\theta}^{\epsilon,\kappa,l}(\mathbb{R}^N)_{p,0}(X) \subset D_{\theta}^{\epsilon,\kappa,l}(\mathbb{R}^N)_{p,0}(X)$ as the subset of those tuples $(\alpha, \epsilon, (W, \ell_W, g_W), \Lambda, \delta, \epsilon, \ell)$ such that after restricting to each point of $X$ we have

1. $\epsilon_i \geq 2(p + 2)$,
2. $(\partial \varepsilon_i \circ (\text{id}_{\Lambda_i} \times \alpha' \times \text{id}_{\mathcal{S}^l}))^* g_W = dx_1^2 + g_{\text{tor}}^{d-l-1} + g_{\ell}^{l}$ on $\Lambda_i \times (2a_i - 2\epsilon_i - a_p - \epsilon_p, a_p + \epsilon_p) \times D_3^{d-l-1} \times S^l$ for all $i \in \mathbb{N}$.

For the purpose of performing surgeries, we only need (ii) to be satisfied on the piece $\Lambda_i \times (a_i - \frac{3}{4} \epsilon_i, a_p + \epsilon_p) \times D_3^{d-l-1} \times S^l$, but for the proof of the following theorem the whole of $\Lambda_i \times (2a_i - 2\epsilon_i - a_p - \epsilon_p, a_p + \epsilon_p) \times D_3^{d-l-1} \times S^l$ will be used. The reason is as follows: working over a single point (i.e. $X = \ast$) the embedding

$$\partial \varepsilon_i \circ (\text{id}_{\Lambda_i} \times \alpha' \times \text{id}_{\mathcal{S}^l}) : \Lambda_i \times (2a_i - a_p - \epsilon_p - 2\epsilon_i, a_p + \epsilon_p) \times D_3^{d-l-1} \times S^l \rightarrow W$$

intersects each cobordism $W|_{[t_0,t_1]}$ with $t_0, t_1 \in \bigcup_{k=1}^p (a_k - \epsilon_k, a_k + \epsilon_k)$ in a finite set of thickened compact and neatly embedded submanifolds of codimension $d-l-1 \geq 3$ with collars, so by Theorem 2.2.3 there is no homotopical cost to deforming the psc metric on $W$ to be standard on the image of $\partial \varepsilon_i \circ (\text{id}_{\Lambda_i} \times \alpha' \times \text{id}_{\mathcal{S}^l})$. (Note that this argument cannot be applied to $\partial \varepsilon_i$ itself, as the intersection of the image this embedding with a $W|_{[t_0,t_1]}$ generally fails to have the above form as it has components which are thickened non-compact submanifolds, to which Theorem 2.2.3 does not apply.)

**Theorem 5.2.6.** Under hypotheses (i)–(v) of Theorem 5.1.1, the forgetful map

$$\|D_{\theta}^{\epsilon,\kappa,l}(\mathbb{R}^N)_{p,0}\| \rightarrow \|D_{\theta}^{\epsilon,\kappa,l-1,\ast}(\mathbb{R}^N)_{p,0}\|$$

is a weak homotopy equivalence. More precisely:

1. If hypotheses (i)–(iv) of Theorem 5.1.1 are satisfied, then the forgetful map

$$\|D_{\theta}^{\epsilon,\kappa,l}(\mathbb{R}^N)_{p,0}\| \rightarrow \|D_{\theta}^{\epsilon,\kappa,l-1,\ast}(\mathbb{R}^N)_{p,0}\|$$

is a weak homotopy equivalence.
(ii) If hypothesis (v) of Theorem 5.1.1 is satisfied, then the inclusion map

\[ D^{\kappa,l,\text{rst}}_\theta(\mathbb{R}^N)_{p,0} \rightarrow \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0} \]

is a weak homotopy equivalence for each \( p \geq 0 \) and hence gives a weak homotopy equivalence after geometric realisation.

Proof of Theorem 5.2.6 (i). We follow very closely the proof of Theorem 4.5 of \cite{GRW14} given in Sections 6.1 and 6.4 of \cite{GRW14} and only comment on the few differences that arise. As in Section 4 of \cite{GRW14}, the semi-simplicial sheaf \( \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N) \) forms part of a bi-semi-simplicial sheaf \( \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N) \) which is augmented over \( D^{\kappa,l-1,\text{rst}}_\theta(\mathbb{R}^N) \) (in the second simplicial direction, one takes disjoint sets of surgery data; for details, the reader is referred to \cite{GRW14} p. 309). One then proves that the maps

\[ \| \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N) \| \rightarrow \| \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N) \| \rightarrow \| D^{\kappa,l-1,\text{rst}}_\theta(\mathbb{R}^N) \| \]

(the first is given by inclusion of 0-simplices and the second is the augmentation/forgetful map) are both weak homotopy equivalences.

The proof that the inclusion of 0-simplices is a weak equivalence is exactly as in Section 6.1 of \cite{GRW14}, straightforwardly adapted to sheaves, and uses the fact that the augmentation map is a weak equivalence.\footnote{In \cite{HP16} it is observed that the argument in Section 6.1 of \cite{GRW14} is not quite correct, as the map displayed at the bottom of page 327 of \cite{GRW14} is not equal to the augmentation map. As explained in the proof of Lemma 6.2.5 of \cite{HP16} this may be remedied by taking the thin geometric realisation of the target of this map; in the context of sheaves one may do the same, and furthermore there are no point set considerations necessary to conclude that the fat and thin realisations are homotopy equivalent.}

The proof that the augmentation map is a weak equivalence differs a bit more from that in Section 6.1 of \cite{GRW14}. The general strategy will be the same, using the analogue Theorem A.0.25 of the simplicial technique described in Theorem 6.2 of \cite{GRW14} in the context of sheaves. It will be applied to the augmented semi-simplicial sheaves

\[ \bar{\theta}_{\kappa,l,\text{rst}}(\mathbb{R}^N) \rightarrow \bar{\theta}_{\kappa,l-1,\text{rst}}(\mathbb{R}^N) \]
precisely because the definition of \( \bar{D}_{\theta}^{\kappa,l}(\mathbb{R}^N)_{\ast,0} \) does not contain any condition that relates the psc metrics with the surgery data.) In [GRW14], the connectivity conditions are

(i) In the definition of \( D_{\theta}^{\kappa,l}(\mathbb{R}^N)_{\ast,0} \), \( \ell_M : M \to B \) is injective on \( \pi_k \) for \( k \leq l - 1 \).
(ii) In the formulation of Theorem 4.1 of [GRW14]: \( L \to B \) is \((l + 1)\)-connected.
(iii) In the definition of the space \( D_{\theta}^{\kappa,l}(\mathbb{R}^N)_{\ast,0} \) of surgery data: after performing surgeries on the manifolds \( M_i \) along the embedding \( e_i \), the new structure map \( \bar{M}_i \to B \) is injective on \( \pi_k \) for \( k \leq l \).

One now has to check that the proof of Proposition 6.18 of [GRW14] goes through when these conditions are replaced by \(^8\)

(i) In the definition of \( D_{\theta}^{\kappa,l}(\mathbb{R}^N)_{\ast,0} \), \( \ell_M : M \to B \) is \( l \)-connected.
(ii) In the formulation of [GRW14] Theorem 4.1: \( B \) is of type \((F_{l+1})\).
(iii) In the definition of the space \( D_{\theta}^{\kappa,l}(\mathbb{R}^N)_{\ast,0} \) of surgery data: after performing surgeries on the manifolds \( M_i \) along the embedding \( e_i \), the new structure map \( \bar{M}_i \to B \) is \((l + 1)\)-connected.

Only the first part of the proof of Proposition 6.18 of [GRW14] is affected. In this part, a finite set \( \Lambda_i \) and maps \( g_i : \Lambda_i \times S^l \to M_i \) are constructed so that the structure map \( \ell_i : M_i \to B \) extends to an \((l + 1)\)-connected map \( M_i \cup g_i (\Lambda_i \times D^{l+1}) \to B \). This is done using that \( L \to B \) is \((l + 1)\)-connected and that \( M \to B \) is injective on homotopy groups up to degree \( l - 1 \). But this can also be achieved under the conditions that \( M \to B \) is \( l \)-connected and \( B \) is of type \((F_{l+1})\). This is by the results of Section 1 of [Wal65], which might be stated by saying that the following conditions on a space \( B \) are equivalent:

(i) \( B \) is of type \((F_n)\).
(ii) If \( k \leq n \) and if \( f : X \to B \) is a map from a finite complex which is \((k-1)\)-connected, then we can find finitely many maps \( g_j : S^{k-1} \to X, j = 1, \ldots, r \), such that \( f \) extends to a \( k \)-connected map \( X \cup \bigcup_j (\Lambda \times D^n) \to B \).

The rest of the proof goes through without any further change. \( \square \)

**Proof of Theorem 5.2.6 (ii).** It is helpful to factor the map in question as a composition

\[
D_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0} \xrightarrow{\text{inc}} \bar{D}_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0} \to \bar{D}_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0}. \tag{5.2.7}
\]

The middle sheaf is defined to be the subsheaf of \( \bar{D}_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0} \) such that only the first of the two conditions of Definition 5.2.5 is satisfied (in other words, we require the cylindrical parts to be long, but do not insist on having a compatibility of the psc metric with the surgery datum). The second map in (5.2.7) is a weak equivalence by the argument used in the proof of Lemma 3.3.16.

The first of the two maps of (5.2.7) is a weak homotopy equivalence as well. For the proof, we will use the criterion of Proposition 3.3.2 so for any \( X \in \text{Mfds} \), closed \( A \subset X \) and germ \( z \) of \( D_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0} \) near \( A \) we must show that

\[
D_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0}[X, A; z] \to \bar{D}_{\theta}^{\kappa,l,\text{rst}}(\mathbb{R}^N)_{p,0}[X, A; \text{inc}(z)]
\]

is surjective.

\(^8\)Given these conditions, it might be more natural to denote the category \( c_{\theta}^{\kappa,l} \) by \( c_{\theta}^{\kappa,l+1} \). We chose not to change the notation here, in order to avoid confusion with the notation of [GRW14].
An element of the codomain is represented by data \( \xi = (W, \ell_W, a, \epsilon, g_W, \Lambda, \delta, \epsilon, \ell) \) such that for all \( x \in X \) we have
\[
(\partial \ell_W \circ (\text{id}_x \times \Lambda, \times \alpha) \times \text{id}_{g_W})^* g_W = dx_1^2 + g_0^2 + g_0^i;
\]
we must find a concordance, relative to \( A \), to a new family where this holds for all \( x \in X \). We shall do this without changing the underlying \( \theta \)-manifold or the surgery data at all, so first neglecting metrics we take
\[
\xi' = (W', \ell_W', a', \epsilon', \Lambda', \delta', \epsilon', \ell') = \text{pr}_X^*(\xi) \in D_{g_0}^{\ell}(\mathbb{R}^n)_{\ell,0}(X \times \mathbb{R})
\]
which we now endow with a family of psc metrics.

For each \( i = 1, 2, \ldots, p \) the projections
\[
\pi : W_i = \{(x, s, v) \in W \mid a_{i-1}(x) - \epsilon_{i-1}(x) \leq s \leq a_i(x) + \epsilon_i(x)\} \longrightarrow X
\]
are smooth bundles of cobordisms with collared boundaries, and there is an associated fibre bundle \( R_X^+(W_i)^c \rightarrow X \) of spaces of psc metrics (collared near the boundary). The restriction of \( g_W \) determines sections \( g_i : X \rightarrow R_X^+(W_i)^c \) of this bundle, and the sections \( g_i \) and \( g_{i+1} \) agree on restriction to \( W_i \cap W_{i+1} \).

Insie each \( W_i \) the image of the embeddings \( \partial \ell_W \circ (\text{id}_x \times \Lambda, \times \alpha) \times \text{id}_{g_W} \) consists of a disjoint collection of thickened compact submanifolds \( V_i \) of codimension \( d-l-1 \geq 3 \), neatly embedded with collars, giving embeddings \( \phi_i : V_i \times \mathbb{R}^{d-l-1} \hookrightarrow W_i \) over \( X \). We may then form the subbundle
\[
R_X^+(W_i, \phi_i)^c \subset R_X^+(W_i)^c
\]
of those psc metrics whose restriction along \( \phi \) is of the form required by Definition 5.2.5 (ii). The inclusion of this subbundle is a homotopy equivalence on fibres, by Theorem 2.2.3 (and because the fibres have the homotopy type of CW complexes, being homeomorphic to open subspaces of Fréchet spaces), so any section of \( R_X^+(W_i)^c \) is fibrewise homotopic to a section of \( R_X^+(W_i, \phi_i)^c \), and such a fibrewise homotopic maybe chosen to stay in \( R_X^+(W_i, \phi_i)^c \) at points (such as those near \( A \)) which start there.

We then proceed as follows, always leaving things fixed over \( A \). We first fibrewise homotope \( s_1 = s_1(0) : X \rightarrow R_X^+(W_i)^c \) to a section \( s_1(1) : X \rightarrow R_X^+(W_i, \phi_1)^c \); this may be extended to a path of Riemannian metrics on
\[
\{(x, s, v) \in W \mid s \leq a_0(x) - \epsilon_0(x)\},
\]
without any curvature constraints. This gives a homotopy of \( s_1(t)|_{W_i \cap W_2} \) starting from \( s_1|_{W_i \cap W_2} = s_2|_{W_i \cap W_2} \), which by Theorem 2.1.1 may be extended to a fibrewise homotopy \( s_2(t) \) starting from \( s_2(0) = s_2 : X \rightarrow R_X^+(W_2)^c \). Now \( s_2(1) \) is already correct over \( W_1 \cap W_2 \), so combining Theorems 2.1.1 and 2.2.3 there is a fibrewise homotopy from \( s_2(1) \) to \( s_2(2) : X \rightarrow R_X^+(W_2, \phi_2)^c \), constant over \( W_1 \cap W_2 \). Continuing in this way, concatenating all of these we obtain a path of families of psc metrics on
\[
\{(x, s, v) \in W \mid s \leq a_p(x) + \epsilon_p(x)\},
\]
from \( g_W \) to a family of psc metrics satisfying the condition of Definition 5.2.5 (ii); this may be extended to a smooth path of Riemannian metrics on the whole of \( W \), which we write as \( t \mapsto g_W(t) \) for \( t \in [0, 1] \). It is easy to arrange that the extension of this for \( t \in \mathbb{R} \) which is constant for \( t \leq 0 \) and \( t \geq 1 \) is smooth.
Given this discussion, we endow $\bar{W}' = W \times \mathbb{R}$ with the family of psc metrics $g_{W'}$, which on $\bar{W} \times \{t\}$ is $g_{W}(t)$. Then we have

$$(W', \ell_{W'}, a', \epsilon', g_{W'}) \in D_{\theta}^{\text{reg}, \text{psc}}(\mathbb{R}^N)_{p,0}(X \times \mathbb{R}),$$

and as on each $W_i$, the psc metric is only changed by an isotopy, by Lemma 2.3.3 this in fact lies in $D_{\theta}^{\text{reg}, \text{psc}}(\mathbb{R}^N)_{p,0}(X \times \mathbb{R})$. It is a concordance relative to $A$ starting at $\bar{\xi}$ and ending at $\bar{\xi}'' \in D_{\theta}^{\text{reg}, \text{psc}}(\mathbb{R}^N)_{p,0}(X, A, \text{inc}(z))$, as required. \hfill \square

**Performing the surgeries.** We have now produced the outer square of diagram (5.2.1), and we already know that the two horizontal maps are weak homotopy equivalences, by Theorem 5.2.6 and Lemma 3.3.21. The left vertical map is given by inclusion of empty surgery data. In order to complete the proof of Theorem 5.1.1, we still need to construct the surgery homotopy, and this is parallel to Section 4.4 of [GRW14]. We give some details. Let $(a, \epsilon, (W, \ell_{W}, g_{W}), \Delta, \delta, \epsilon, \ell) \in D_{\theta}^{\text{reg}, \text{psc}}(\mathbb{R}^N)_{p,0}(X)$. Over each point $x \in X$, for each $i = 0, \ldots, p$, we have an embedding

$$e_i(x) : \Lambda_i \times (a_i - \epsilon_i, a_p + \epsilon_p) \times \mathbb{R}^{d-l-i} \times D^{l+1} \rightarrow \mathbb{R} \times (-1, 1)^N$$

as in Definition 5.2.4, which is compatible with the psc metrics in the sense spelled out in Definition 5.2.5. Furthermore, there is a bundle map $\ell_i(x) : T(\Lambda_i \times K|_{(-,0)}) \rightarrow \gamma_{\theta}$ as in Definition 5.2.4 (iv).

Now we define manifolds $K_{e_i(x), \ell_i(x)}(W_x) \subset (a_0(x) - \epsilon_0(x), a_p(x) + \epsilon_p(x)) \times \mathbb{R}^N$, depending on $t \in [0, 1]$, as in [GRW14] p. 309 f. This manifold is equal to $W_x$ outside the image of $e_i(x)$, and equal to $e_i(x)(\Lambda_i \times \overline{\mathcal{P}}_t)$ on the image of $e_i(x)$. A suitable tangential structure on this manifold is defined in [GRW14], giving a $\theta$-submanifold

$$K_{e_i(x), \ell_i(x)}(W_x, \ell_{W_x}) \subset (a_0(x) - \epsilon_0(x), a_p(x) + \epsilon_p(x)) \times \mathbb{R}^N.$$ 

The union of these gives a smooth submanifold

$$K_{e_i, \ell_i}(W, \ell_W) \subset \{(x, s, v) \in X \times \mathbb{R} \times \mathbb{R}^N | a_0(x) - \epsilon_0(x) < s < a_p(x) + \epsilon_p(x)\}$$

submersing to $X$, with a $\theta$-structure on its fibrewise tangent bundle.

It remains to define a suitable family of psc metrics on $K_{e_i, \ell_i}(W)$. The constructions above and in [GRW14] are designed so that $K_{e_i(x), \ell_i(x)}(W_x)$ agrees with $W_x$ even outside of the set $e_i(\Lambda_i \times (a_i - \frac{3}{2} \epsilon_i, a_p + \epsilon_p) \times D^{l-i-1}_2)$. Therefore, we may glue in the psc metric $h_{(a_i, x, e_i(x), a_p(x), \epsilon_p(x))}$ constructed in Lemma 5.2.2 giving $K_{e_i(x), \ell_i(x)}(W_x, \ell_{W_x}, g_{W_x})$. By applying the above process to all the surgery data, with $i$ running from 0 to $p$, and collating all fibres together we obtain

$$K_{e_i, \ell_i}(W, \ell_W, g_W).$$

The analogue of Lemma 4.6 of [GRW14] is as follows.

**Lemma 5.2.8.**

(i) For each $t$, $K_{e_i, \ell_i}(W, \ell_W, g_W)$, together with the choices of $(a_i)$ and $(\frac{3}{2} \epsilon_i)$, is an element of $X_{p-l-1, \text{reg}, \text{psc}}(X)$.

(ii) If $t_i = 1$ (so that the surgery on the $i$th level is fully done), then for each regular value $b \in (a_i(x) - \frac{3}{2} \epsilon_i(x), a_i(x) + \frac{3}{2} \epsilon_i(x))$, the structure map

$$K_{e_i(x), \ell_i(x)}(W_x, \ell_{W_x}, g_{W_x})|_b \rightarrow B$$

is $(l+1)$-connected.
Proof. The manifold part of the argument is essentially the same as the proof of Lemma 4.6 of [GRW14]. Because the connectivity conditions considered here are different from that in [GRW14], some things need to be watched. Namely, one needs to prove that performing an arbitrary \( \theta \)-surgery of index \((l+1)\) on a manifold \( M^{d-1} \) whose structure map is either \( l \)-connected or \((l+1)\)-connected does not destroy this property. This holds as long as \( 2(l+1) < d \), by the same argument as the one given in Lemma 4.6 of [GRW14]. Part (ii) and the manifold part of (i) follow from this observation and from Definition 5.2.4.

For the metric part of (i) we must first show that for each \( x \in X \) there exists a non-empty interval in each \((a_i(x) - \frac{1}{2} \epsilon_i(x), a_i(x) + \frac{1}{2} \epsilon_i(x))\) over which the psc metric on \( K_{e(x), \ell(x)}(W_x, \ell W_e, g W_e) \) is of product type: this will mean that we have defined an element of \( X_p^{k, l-1, \text{psc}}(X) \). To see this, observe first that each of the surgeries destroys the property that a metric is of product type only over an interval of length \( \leq 1 \), by Lemma 5.2.2. But there are at most \( (p+1) \) surgeries moving through such an interval at the same time, so the parts where the metric is not of product type have length at most \( (p+1) < 2(p+1) \leq \epsilon_i(x) \). So there is always an interval left over which the metric is of product type.

Finally, we must show that we have in fact defined an element of \( X_p^{k, l-1, \text{rest}}(X) \subset X_p^{k, l-1, \text{psc}}(X) \), so must show that if \( s_i \in (a_i(x) - \epsilon_i(x), a_i(x) + \epsilon_i(x)) \) and \( s_j \in (a_j(x) - \epsilon_j(x), a_j(x) + \epsilon_j(x)) \) with \( s_i < s_j \) are values near which the metric is of product type, then the psc metric on \( K_{e(x), \ell(x)}(W_x, \ell W_e, g W_e) \) is right stable. This follows by construction, Lemma 5.2.2 (iv), and Lemma 2.3.3 (ii) and (iv).

The rest of the proof of Theorem 5.1.1 follows the argument given in [GRW14] p. 311 ff verbatim.

Remark 5.2.9. We can now indicate the changes to Section 4 and 6.4 of [GRW14] which are necessary to show Theorem 3.1.4 as stated above. Condition (iv) of Definition 4.3 of [GRW14] is replaced by the requirement that \( M \to B \) is \((l+1)\)-connected. The same change is done to Lemma 4.6 of [GRW14], whose proof goes through without change, as we explained during the proof of Lemma 5.2.8. The other change is to the first part of the proof of Proposition 6.18 of [GRW14], where one has to use the results of Section 1 of [Wal65], as we explained during at the end of the proof of the first claim of Theorem 5.2.6.

Finally, the argument also goes through for the inclusion \( Bc^{k,l}_{q,L} \to Bc^{k,l-1}_{q,L} \) considered in [GRW14]. The condition on \( L \) which is needed for that is condition (v) of Theorem 4.1 of [GRW14], i.e. that \( L \) admits a handle decomposition using handles of index at most \( d-l-2 \).

6. Infinite loop space structures on spaces of psc metrics

6.1. Segal’s \( \Gamma \)-spaces. We will produce infinite loop space structures using Segal’s theory of \( \Gamma \)-spaces [Seg74], and in this section we recall its main points.

We write \( \Gamma^{\text{op}} \) for the category of finite pointed sets and base-point preserving maps (Segal describes \( \Gamma \) explicitly, but we prefer to use only \( \Gamma^{\text{op}} \)). We denote the base-point of an object \( S \) of \( \Gamma^{\text{op}} \) by \(+\) in \( S \), and write \( S_0 := S \setminus \{+\} \) for the remaining elements. For \( S, R \in \text{Ob}(\Gamma^{\text{op}}) \), we define the wedge sum \( S \vee T \) and smash product \( S \wedge V \) as usual. Let \( n_+ := \{1, \ldots, n, +\} \in \text{Ob}(\Gamma^{\text{op}}) \). The object \( 0_+ = \{+\} \) is initial and terminal in \( \Gamma^{\text{op}} \); we denote by \( \nu_S : 0_+ \to S \) the unique morphism. For
\(S \in \text{Ob}(\Gamma^{\text{op}})\) and \(s \in S_0\), we define \(\iota_s : S \to 1_+\) by

\[
\iota_s(t) := \begin{cases} 
1 & \text{if } t = s \\
+ & \text{otherwise}
\end{cases}
\]

Furthermore, we let \(\mu : 2_+ \to 1_+\) be given by \(\mu(1) = \mu(2) = 1\).

**Definition 6.1.1.**

(i) A \(\Gamma\)-space is a covariant functor \(A : \Gamma^{\text{op}} \to \text{Top}\), and a map of \(\Gamma\)-spaces is a natural transformation of functors.

(ii) A \(\Gamma\)-space \(A\) is **special** if for all pointed finite sets \(S\) and \(T\) the map

\[
p_* \times q_* : A(S \vee T) \to A(S) \times A(T),
\]

induced by the collapse maps \(p : S \vee T \to S\) and \(q : S \vee T \to T\) is a weak homotopy equivalence.

Equivalently, \(A\) is special if \(A(0_+) \simeq \ast\) and if the maps

\[
\prod_{i=1}^{p}(\iota_j)_* : A(p_+) \to A(1_+)^p
\]

are weak homotopy equivalences for all \(p \geq 0\). It is a useful guideline to think of a \(\Gamma\)-space as the space \(A(1_+)\), equipped with additional structure.

**Definition 6.1.2.** A **pointed \(\Gamma\)-space** is a \(\Gamma\)-space \(A\) together with a base-point \(a_0 \in A(0_+)\). This determines base-points \(a_S = (\nu_S)_*(a_0) \in A(S)\), and for each morphism \(\eta : S \to T\), we have \(\eta_*(a_S) = a_T\).

If \(A\) is special then \(A(0_+)\) is contractible, so there is a contractible choice of base-points. In the zig-zag

\[
A(1_+) \times A(1_+) \xrightarrow{((\iota_1)_*, (\iota_2)_*)} A(2_+) \xrightarrow{\mu_*} A(1_+),
\]

the left map is a weak equivalence when \(A\) is special. This in particular gives a map \(\pi_0(A(1_+)) \times \pi_0(A(1_+)) \to \pi_0(A(1_+))\) defining the structure of an abelian monoid, with unit given by \([a_1] \in \pi_0(A(1_+))\).

**Definition 6.1.3.** A \(\Gamma\)-space \(A\) is **very special** or **group complete** if it is special and the monoid \(\pi_0(A(1_+))\) is a group.

There is a functor \(\Lambda : \Delta^{\text{op}} \to \Gamma^{\text{op}}\) defined as follows. It sends \([p] \in \Delta^{\text{op}}\) to \(p_+\), and a monotone function \(f : [p] \to [q]\) is mapped to the function \(f^* : q_+ \to p_+\) given by

\[
f^*(j) = \begin{cases} 
i, & \text{if } f(i - 1) < j \leq f(i), \\
+ & \text{otherwise.}
\end{cases}
\]

Via \(\Lambda\) each \(\Gamma\)-space \(A\) yields a simplicial space. Segal \[Seg74\] defines the classifying space \(BA\) of a \(\Gamma\)-space \(A\) to be the \(\Gamma\)-space

\[
(BA)(S) := \| [p] \mapsto A(S \wedge p_+) \|.
\]
Remark 6.1.4. In fact Segal uses a different geometric realisation to the fat geometric realisation \(| \rightarrow |\) that we use, described in Appendix A of [Seg74]. However, he shows in Proposition A.3 of that paper that these two choices are homotopy equivalent.

Segal also constructs a natural map \(A(1_+) \rightarrow \Omega BA(1_+)\). In this way, out of a \(\Gamma\)-space \(A\), one obtains a connective spectrum \(B^\infty A\) with \(n\)th term \(B^n A(1_+)\). The following is Proposition 1.4 of [Seg74], apart from (i) which holds simply because \(BA(1_+)\) is path-connected whenever \(A\) is special.

**Theorem 6.1.5 (Segal).**

(i) If \(A\) is special, then \(BA\) is very special.

(ii) If \(A(1_+)\) is \(k\)-connected, then \(BA(1_+)\) is \((k + 1)\)-connected.

(iii) If \(A\) is very special, then \(A(1_+) \rightarrow \Omega BA(1_+)\) is a weak equivalence.

It follows from (iii) that if \(A\) is very special then \(A(1_+)\) has the homotopy type of the infinite loop space of the spectrum \(B^\infty A\).

**Definition 6.1.6.** Let \(A\) be a pointed \(\Gamma\) space. The unit component of \(A\) is the sub-\(\Gamma\)-space \(A^0\) which is defined by letting \(A^0(S) \subset A(S)\) be the path-component containing \(a_S\), and whose structure maps are given by restricting those of \(A\).

If \(A\) is special then \(A^0\) is very special, because each \(A^0(S)\) and in particular \(A^0(1_+)\) is connected by definition. It follows that \(A^0(1_+)\) has the homotopy type of an infinite loop space if \(A\) is special. The \(\Gamma\)-spaces in this paper will arise as the geometric realisations of certain simplicial spaces.

**Definition 6.1.7.** A simplicial \(\Gamma\)-space is a simplicial object \(A_\bullet\) in the category of \(\Gamma\)-spaces (this is the same as a functor \(\Delta^{op} \times \Gamma^{op} \rightarrow \text{Top}\), \(([p], S) \mapsto A_p(S)\)). The geometric realisation of \(A_\bullet\) is the \(\Gamma\)-space \(|A_\bullet|\) defined by \(|A_\bullet|(S) := |[p]| \mapsto A_p(S)|\).

**Lemma 6.1.8.** Let \(A_\bullet\) be a simplicial \(\Gamma\)-space which is levelwise special in the sense that the \(\Gamma\)-space \(S \mapsto A_p(S)\) is special for each \(p\). Then the geometric realisation \(|A_\bullet|\) is special.

**Proof.** First observe that \(|A_\bullet|(0_+)\) is the geometric realisation of the levelwise contractible simplicial space \(p \mapsto A_p(0_+) \simeq \ast\) and is hence contractible. Secondly, the map \((p_\ast, q_\ast) : |A_\bullet(S \vee T)| \rightarrow |A_\bullet(S)|| \times |A_\bullet(T)|\) is the composition of the two natural maps

\[|A_\bullet(S \vee T)| \longrightarrow |A_\bullet(S) \times A_\bullet(T)| \longrightarrow |A_\bullet(S)|| \times |A_\bullet(T)|.\]

The first comes from applying \(p_\ast \times q_\ast\) levelwise. Since \(A\) was assumed to be special, the first map is the fat geometric realisation of a levelwise weak equivalence and hence is a weak equivalence. The second map comes from the two projections and is a weak equivalence by Theorem 7.2 of [ERW19b] (it is here that we use that \(A_\bullet\) is simplicial and not merely semi-simplicial).

6.2. Homotopy fibres and base-points. Recall that the homotopy fibre \(\text{hofib}_y f\) of a map \(f : X \rightarrow Y\) of spaces over \(y \in Y\) is the space of all pairs \((x, \gamma)\), where \(x \in X\) and \(\gamma : f(x) \sim y\) is a path in \(Y\) from \(f(x)\) to \(y\). When \(x_0 \in X\) is a base-point and \(y_0 = f(x_0)\), the space \(\text{hofib}_{y_0}(f)\) is given the base-point \((x_0, \text{const}_{y_0})\).
**Lemma 6.2.2.** Let \( f : A \to C \) be a map of \( \Gamma \)-spaces. The *homotopy fibre* of \( f \) at a base-point \( c_0 \in C(0_+) \) is the \( \Gamma \)-space \( \text{hofib}_{c_0} f \) which is defined on objects \( S \in \Gamma^{\text{op}} \) by
\[
(\text{hofib}_{c_0} f)(S) := \text{hofib}_{c_0}(f(S) : A(S) \to C(S)).
\]
A morphism \( \eta : S \to T \) induces a map \( (\text{hofib}_{c_0} f)(S) \to (\text{hofib}_{c_0} f)(T) \), namely the comparison map of vertical homotopy fibres of the commutative diagram
\[
\begin{array}{ccc}
A(S) & \xrightarrow{\eta_*} & A(T) \\
\downarrow f(S) & & \downarrow f(T) \\
C(S) & \xrightarrow{\eta_*} & C(T)
\end{array}
\]
over \( c_S \) and \( c_T = \eta_*(c_S) \).

If \( A \) is also a pointed \( \Gamma \)-space such that \( f \) is a pointed map then \( \text{hofib}_{c_0} f \) is pointed with base-point \( (a_0, \text{const}_{c_0}) \in (\text{hofib}_{c_0} f)(0_+^+) = \text{hofib}_{c_0}(f(0_+^+)) \).

**Lemma 6.2.2.** Let \( f : A \to C \) be a pointed map of pointed special \( \Gamma \)-spaces.

(i) The \( \Gamma \)-space \( \text{hofib}_{c_0} f \) is special.

(ii) If in addition \( A \) is very special then so is \( \text{hofib}_{c_0} f \).

(iii) The homotopy fibre \( \text{hofib}_{c_0}(f^0) \) of the restriction of \( f \) to \( f^0 : A^0 \to C^0 \) is very special.

**Proof.** It is clear that \( (\text{hofib}_{c_0} f)(0_+) = \text{hofib}_{c_0}(f(0_+) : A(0_+) \to C(0_+)) \) is contractible since both source and target are. Let \( S, T \in \text{Ob}(\Gamma^{\text{op}}) \), with collapse maps \( p : S \vee T \to S \) and \( q : S \vee T \to T \). Consider the commutative diagram
\[
\begin{array}{ccc}
A(S \vee T) & \xrightarrow{(p_*-q_*)} & A(S) \times A(T) \\
\downarrow f(S \vee T) & & \downarrow f(S) \times f(T) \\
C(S \vee T) & \xrightarrow{(p_*-q_*)} & C(S) \times C(T).
\end{array}
\]
If \( A \) and \( C \) are special, the horizontal maps are both weak equivalences, and so the diagram is homotopy cartesian. It follows that the map
\[
\text{hofib}_{c_S \vee c_T}(f(S \vee T)) \longrightarrow \text{hofib}_{(c_S, c_T)}(f(S) \times f(T)) \cong \text{hofib}_{c_S} f(S) \times \text{hofib}_{c_T} f(T)
\]
is a weak equivalence as desired.

For part (ii), let \( A^1 = f^{-1}C^0 \) be the preimage of the unit component and let \( f' := f|_{A^1} \). The \( \Gamma \)-spaces \( C^0 \) and \( A^1 \) are very special, and because \( \text{hofib}_{c_0}(f) = \text{hofib}_{c_0}(f') \), it is enough to carry out the proof of claim (ii) if \( C \) is very special as well. Next, consider the following piece of the long exact homotopy sequence for the map \( f(1_+) \):
\[
\pi_1(C(1_+), c_1) \xrightarrow{0} \pi_0(\text{hofib}_{c_1} f(1_+)) \longrightarrow \pi_0(A(1_+)) \longrightarrow \pi_0(C(1_+)).
\]
The terms are abelian monoids, and all maps are maps of abelian monoids. (This is clear for all maps but \( 0 \). Here it follows from the usual Eckmann–Hilton argument: since \( C(1_+) \) is an \( H \)-space, the \( H \)-space multiplication induces the same composition on \( \pi_1(C(1_+), c_1) \) as the usual product in the fundamental group. By construction of the long exact sequence, \( 0 \) is clearly a monoid homomorphism when the monoid structure on \( \pi_1(C(1_+), c_1) \) coming from the \( H \)-space structure is used.)
All terms but \( \pi_0(\text{hofib}_{\gamma_0}(f(1_+))) \) are known to be groups: a simple diagram chase then proves that this is also a group.

Part (iii) follows from part (ii), since \( A^0 \) and \( C^0 \) are very special. \( \square \)

In the application we aim at, we will need to consider homotopy fibres over a point other than the base-point. We shall do this by means of the following general construction. Let \( f : X \to Y \) be a map of spaces. A path \( \delta : y_0 \rightsquigarrow y_1 \) in \( Y \) determines a map

\[
T(\delta) : \text{hofib}_{y_0} f \to \text{hofib}_{y_1} f
\]

and a path \( \gamma : x_0 \rightsquigarrow x_1 \) in \( X \) determines

\[
\Lambda(\gamma) := T(f \circ \gamma) : \text{hofib}_{y_0} f \to \text{hofib}_{y_1} f.
\]

The homotopy class of \( T(\delta) \) only depends on the homotopy class of \( \delta \) (rel endpoints) and so \( T \) defines a functor

\[
T : \Pi_1(Y) \to \text{Ho(\text{Top})}; \quad T([\delta]) := [T(\delta)]
\]

from the fundamental groupoid\(^9\)\(^9\) of \( Y \) to the homotopy category of spaces. Similarly, \( \Lambda \) induces a functor \( \Pi_1(X) \to \text{Ho(\text{Top})} \).

**Lemma 6.2.4.**

(i) The functor \( \Lambda \) is weakly base-point-preserving in the sense that

\[
\Lambda(\gamma) : \text{hofib}_{f(x_0)} f \to \text{hofib}_{f(x_1)} f
\]

sends the base-point to the component containing the base-point.

(ii) If \( X \) and \( Y \) are \( H \)-spaces with units \( x_0 \) and \( y_0 = f(x_0) \) and \( f \) is an \( H \)-map, then for each loop \( \gamma \) in \( X \) based at \( x_0 \), the map \( \Lambda(\gamma) \) is homotopic to the identity.

**Proof.** For (i), the base-point of \( \text{hofib}_{f(x_0)} f \) is sent by \( \Lambda(\gamma) \) to the point \( (x_0, f \circ (\text{const}_{x_0} \circ \gamma)) \), which lies in the same path component as \( (x_0, f \circ \gamma) \). Define a path \( \gamma' : \gamma(t) \rightsquigarrow x_1 \) by \( \gamma'(s) := \gamma(t + s(1 - t)) \). Then \( t \mapsto (\gamma(t), f \circ \gamma') \) is a path in \( \text{hofib}_{f(x_1)} f \) from \((x_0, f \circ \gamma)\) to \((x_1, \text{const}_{x_1})\), as desired.

For (ii), we may assume that \( x_0 \) and \( y_0 \) are strict units. If \( f \) is strictly compatible with the multiplications, define a homotopy

\[
H_t : \text{hofib}_{f(x_0)} f \to \text{hofib}_{f(x_0)} f
\]

\[
(x, \alpha) \mapsto (x \cdot \gamma(t), \alpha_t),
\]

where \( \alpha_t \) is the path given by the formula

\[
\alpha_t(s) := \begin{cases} 
\alpha(2s) \cdot f(\gamma(t)) & s \leq \frac{1}{2}, \\
\frac{f(\gamma(t + (1 - t)(2s - 1)))}{f(\gamma(t))} & s \geq \frac{1}{2}.
\end{cases}
\]

This is a homotopy from \( \Lambda(\gamma) \) to a map which is visibly homotopic to the identity. If \( f \) is only compatible with the multiplications up to homotopy, one has to compose the path \( \alpha_t \) with a path \( f(x \cdot \gamma(t)) \rightsquigarrow f(x) \cdot f(\gamma(t)) \) coming from such a homotopy. \( \square \)

\(^9\)\(^9\) A morphism in \( \Pi_1(Y)(y_0, y_1) \) is a homotopy class of paths \( y_0 \rightsquigarrow y_1 \), so that composition in \( \Pi_1(Y) \) is \( \delta \circ \delta' := \delta' \circ \delta \).
Corollary 6.2.5. Let $f : A \to C$ be a pointed map of pointed special $\Gamma$-spaces. Let $a \in A(1_+)$ be a point lying in the component of the base-point $a_1$. The homotopy class

$$\Lambda(\gamma) : \text{hofib}_{f(a)}(f(1_+))^0 \to \text{hofib}_{f(a_1)}(f(1_+))^0$$

does not depend on the choice of a path $\gamma : a \to a_1$ in $A(1_+)$. Since $\text{hofib}_{f(a_1)}(f(1_+))^0$ has the homotopy type of an infinite loop space, this equips $\text{hofib}_{f(a)}(f(1_+))^0$ with the structure of an infinite loop space in a canonical way.

6.3. The (psc) cobordism categories as $\Gamma$-spaces. We now recall how the classifying spaces of the cobordism categories and related spaces are equipped with the structure of $\Gamma$-spaces. This is due to Madsen–Tillmann [MT01], see also Nguyen [Ngu17].

We shall work with the poset models for cobordism categories described in Section 3.3.3. In particular, we use the simplicial sheaves $\hat{D}_{\theta, \kappa}$ and $\hat{D}_{\theta, \ell, \kappa}$ introduced in Definition 3.3.17. We will therefore need to work with simplicial $\Gamma$-objects in the category Sheaves, and will produce simplicial $\Gamma$-spaces by applying the representing space functor $\rightarrow | - | : \text{Sheaves} \to \text{Top}$.

We will first describe the structure of a $\Gamma$-space on $\|\hat{D}_{\theta, \kappa}\|$ for any $\kappa$. (It will be clear that the construction does not generalise to $\|\hat{D}_{\theta, \kappa}^l\|$ for $l \geq 0$.)

Definition 6.3.1. For each $p \geq 0$ define a functor $\hat{D}_{\theta, \kappa}(\cdot) : \Gamma^{op} \to \text{Sheaves}$ on a $S \in \Gamma^{op}$ and $X \in \text{Mfds}$ by letting $\hat{D}_{\theta, \kappa}(S)(X)$ be the set of tuples $(W, \ell_W, a, f)$ with $(W, \ell_W, a) \in \hat{D}_{\theta, \kappa}(X)$ and $f : W \to S = S_\kappa$ a locally constant function. Then $\hat{D}_{\theta, \kappa}(S)$ is a sheaf by restriction.

On a pointed map $\eta : S \to T$ the induced map $\eta_* : \hat{D}_{\theta, \kappa}(S)(X) \to \hat{D}_{\theta, \kappa}(T)(X)$ is given by setting

$$\eta_*W := f^{-1}(\eta^{-1}(T_\eta)) \subset W$$

and setting $\eta_*(W, \ell_W, a, f) := (\eta_*W, \ell_{|\eta_*W}, a, \eta \circ f_{|\eta_*W})$. This defines a $\Gamma$-sheaf $\hat{D}_{\theta, \kappa}(\cdot)$.

These assemble into a simplicial $\Gamma$-sheaf $\hat{D}_{\theta, \kappa}(\cdot)$, where the $i$th face map forgets $a_i$ and the $i$th degeneracy map doubles $a_i$.

Applying the representing space functor gives $\Gamma$-spaces $\|\hat{D}_{\theta, \kappa}(\cdot)\|$ assembling into a simplicial $\Gamma$-space, and taking the (fat) geometric realisation in the simplicial direction gives a $\Gamma$-space $\|\hat{D}_{\theta, \kappa}(\cdot)\| : \Gamma^{op} \to \text{Top}$, with $\|\hat{D}_{\theta, \kappa}(\cdot)\|(1_+) = \|\hat{D}_{\theta, \kappa}\|$. This is the required $\Gamma$-space structure on $\|\hat{D}_{\theta, \kappa}\|$.

Lemma 6.3.2. The $\Gamma$-space $\|\hat{D}_{\theta, \kappa}(\cdot)\|$ is special.

Proof. We defined $\|\hat{D}_{\theta, \kappa}(\cdot)\|$ to be the geometric realisation of the simplicial $\Gamma$-space $|\hat{D}_{\theta, \kappa}(\cdot)|$. Therefore by Lemma 6.1.8 it is enough to verify that $|\hat{D}_{\theta, \kappa}(\cdot)|$ is special for each $p$. This amounts to proving that the map

$$|\hat{D}_{\theta, \kappa}(\cdot)|(S \vee T) \to |\hat{D}_{\theta, \kappa}(\cdot)|(S) \times |\hat{D}_{\theta, \kappa}(\cdot)|(T)$$

induced by the collapse maps is a weak equivalence. The target is equivalent to the representing space of the sheaf $X \mapsto \hat{D}_{\theta, \kappa}(S)(X) \times \hat{D}_{\theta, \ell, \kappa}(T)(X)$, so we must show that the map of sheaves

$$\hat{D}_{\theta, \kappa}(S \vee T) \to \hat{D}_{\theta, \kappa}(S) \times \hat{D}_{\theta, \ell, \kappa}(T)$$

is a weak equivalence.
is a weak equivalence. Using the criterion of Proposition 3.3.2, this is an easy consequence of general position: given two families of \( \theta \)-manifolds in \( \mathbb{R} \times (-1, 1)^{\infty} \times X \), one labelled by \( S \) and one by \( T \), we may change them by a concordance so that they are disjoint, giving a lift to \( \hat{D}^{\kappa}_{\theta,p}(S \vee T)[X] \). This argument goes through relative to any subset of \( X \).

\[ \square \]

**Remark 6.3.3.** If \( 2\kappa \leq d - 2 \), then Theorem 3.1 of [GRW14] (quoted above as Theorem 3.1.3) applies and shows that \( \|\hat{D}^{\kappa}_{\theta,p}\| \simeq BC_{\theta}^{\kappa} \simeq BC_{\theta} \). In those cases, \( \|\hat{D}^{\kappa}_{\theta,p}\|\) is very special. By the elaboration of the main result of [GTMW09] described in [Ngu17], there is a weak equivalence

\[ B^\infty\|\hat{D}^{\kappa}_{\theta,p}\| \simeq \Sigma(\text{MT}(\theta(-2))) \simeq (\Sigma\text{MT}(\theta)(-1)) \]

of spectra\(^{10}\). The base-point component \( \|\hat{D}^{\kappa}_{\theta,p}\|^0 \) is always very special, no matter what \( d \) and \( \kappa \) are, but when \( 2\kappa \leq d - 2 \) there is a weak equivalence

\[ B^\infty\|\hat{D}^{\kappa}_{\theta,p}\|^0 \simeq \Sigma(\text{MT}(\theta(-1))) \simeq (\Sigma\text{MT}(\theta)(0)) \]

We now define a \( \Gamma \)-space structure on \( \|\hat{D}^{\kappa}_{\theta,p}\| \) and \( \|\hat{D}^{\kappa}_{\theta,\text{rst}}\| \) in a completely analogous way.

**Definition 6.3.4.** We define \( \hat{D}^{\kappa}_{\theta,p}(S)(X) \) as the set of all \((W, \ell_W, a, g_W, f)\) such that \((W, \ell_W, a, g_W) \in \hat{D}^{\kappa}_{\theta,p}(X)\) and \( f : W \to S_{o} \) is a locally constant function. The sheaf and \( \Gamma \)-structure is as in Definition 6.3.1 and \([p] \mapsto \hat{D}^{\kappa}_{\theta,p}(\cdot)\) has the structure of a simplicial \( \Gamma \)-sheaf as in that definition.

The simplicial \( \Gamma \)-sheaf \([p] \mapsto \hat{D}^{\kappa}_{\theta,p}(\cdot)\) is defined analogously, using the simplicial sheaf \( \hat{D}^{\kappa}_{\theta,\text{rst}}\).

Just as in the previous section, we have

\[ \|\hat{D}^{\kappa}_{\theta,p}\|_{(1+)} = \|\hat{D}^{\kappa}_{\theta,\text{rst}}\| \quad \text{and} \quad \|\hat{D}^{\kappa}_{\theta,\text{rst}}\|_{(1+)} = \|\hat{D}^{\kappa}_{\theta,\text{rst}}\| \]

**Theorem 6.3.5.**

(i) The inclusion and forgetful maps

\[ \|\hat{D}^{\kappa}_{\theta,\text{rst}}\|_{(\cdot)} \longrightarrow \|\hat{D}^{\kappa}_{\theta,p}\|_{(\cdot)} \longrightarrow \|\hat{D}^{\kappa}_{\theta,p}\|_{(\cdot)} \]

are maps of \( \Gamma \)-spaces.

(ii) The \( \Gamma \)-spaces \( \|\hat{D}^{\kappa}_{\theta,p}\|_{(\cdot)} \) and \( \|\hat{D}^{\kappa}_{\theta,\text{rst}}\|_{(\cdot)} \) are special.

(iii) \( \|\hat{D}^{\kappa}_{\theta,\text{rst}}\|_{(\cdot)} \) is very special, provided that \( \theta \) is once-stable.

**Proof.** Part (i) is trivial and part (ii) is proven exactly as Lemma 6.3.2 For part (iii), note that

\[ \pi_0(\|\hat{D}^{\kappa}_{\theta,\text{rst}}\|) = \pi_0(B\mathcal{P}_{\theta}) \]

is the monoid of \( \text{psc-} \)-cobordism classes of \((d - 1)\)-dimensional \( \text{psc} \)-manifolds. This is group-complete: if \((M, \ell, g)\) is a \((d - 1)\)-dimensional \( \text{psc-} \)-manifold, consider the cobordism \((M \times [0, 1], \ell', g + dt^2)\) with the extended \( \theta \)-structure. Bending this cobordism, one can consider it as a cobordism \( \theta \sim (M, \ell, g) \coprod (M, \ell^{op}, g) \) \( (\ell^{op} \) is the opposite \( \theta \)-structure, which exists because \( \theta \) is once-stable).

\[ \square \]

\(^{10}\)For a spectrum \( E \), we let \( E(n) \) denote the \( n \)-connected covering.
Remark 6.3.6. Using a bit of Gromov–Lawson surgery, one can show that the map
\[ \pi_0(||\hat{D}_{\theta, \bullet}^n||) \to \pi_0(||\hat{D}_{\theta, \bullet}^n||) \]
is bijective, as long as \(2\kappa + 1 \leq d, \kappa \leq d - 3\) and \(\theta\) is once-stable. It follows that in those cases, \(||\hat{D}_{\theta, \bullet}^n||\) is very special as well. We do not need to know this fact, though.

Definition 6.3.7. We define very special \(\Gamma\)-spaces
\[ P(\theta) := hofib_0(||\hat{D}_{\theta, \bullet}^n|| \to ||\hat{D}_{\theta, \bullet}^n||) \]
and
\[ P_{\kappa, \text{rst}}(\theta)_0 := hofib_0(||\hat{D}_{\theta, \bullet}^0\|_0 \to ||\hat{D}_{\theta, \bullet}^0\|_0). \]

These are indeed very special, by Theorem 6.3.5, Remark 6.3.3, Lemma 6.3.2 and Lemma 6.2.2.

6.4. Conclusion. Now we can prove Theorem B: the more precise version of which reads as follows.

Theorem 6.4.1. Let \(M\) be a closed \((d - 1)\)-manifold and \(g \in R^+(M)\). Assume that

(i) \(d > 6\),
(ii) there exists a cobordism \(W : \emptyset \to M\) such that \((W, M)\) is 2-connected and such that
(iii) \(R^+(W)^{\text{rst}} \neq \emptyset\).

Let
\[ M \xrightarrow{\ell_M} B \xrightarrow{\theta_M} BO(d) \]
be the Moore–Postnikov 2-stage of the stabilised tangent bundle \(\mathbb{R} \oplus TM\). Then there exists a weak homotopy equivalence
\[ \Theta : R^+(M \times [0, 1])^{\text{rst}}_{g, g} \simeq \Omega P^2, \text{rst}((\theta_M)_0) \simeq \Omega^{\infty + 1} B^\infty P^2, \text{rst}((\theta_M)_0), \]
where \(P^2, \text{rst}((\theta_M)_0)\) is the very special \(\Gamma\)-space introduced in Definition 6.3.7. The homotopy class of \(\Theta\) does not depend on the choice of \(W\).

Example 6.4.2. Theorem 6.4.1 applies to \(M = S^{d-1}\). In that case, we can take \(g = g_{d-1}^d\), \(W = D^d\) (note that \(g_{d-1}^d \in R^+(D^d)^{\text{rst}}_{g_{d-1}^d}\)), and the theorem implies that
\[ R^+(S^{d-1} \times [0, 1])^{\text{rst}}_{g_{d-1}^d, g_{d-1}^d} \]
has the homotopy type of an infinite loop space. On the other hand, a simple application of Theorem 2.2.3 shows that \(R^+(S^{d-1} \times [0, 1])^{\text{rst}}_{g_{d-1}^d, g_{d-1}^d} \simeq R^+(S^d)\).

Hence a certain union of connected components of \(R^+(S^d)\) has the homotopy type of an infinite loop space. This proves Theorem A from the introduction.

Proof of Theorem 6.4.1. The \(\Gamma\)-space \(P^2, \text{rst}((\theta_M)_0)\) is very special, so we have an equivalence \(P^2, \text{rst}((\theta_M)_0) \simeq \Omega^{\infty + 1} B^\infty P^2, \text{rst}((\theta_M)_0)\) by Theorem 6.1.5. Under the weak equivalences
\[ ||\hat{D}_{\theta, \bullet}^2|| \simeq B^2 \theta \text{ and } ||\hat{D}_{\theta, \bullet}^2|| \simeq B\mathcal{C}_{\theta} \]
from 3.3.14 and 3.3.12 and Lemma 3.3.18, the forgetful map \(||\hat{D}_{\theta, \bullet}^2||_{(1_+)}^0 \to ||\hat{D}_{\theta, \bullet}^2||_{(1_+)}^0\) corresponds to \(B^2 : (B^2)^{\text{rst}}_{\theta} \to (B\mathcal{C}_{\theta})^0\), and therefore \(hofib_0(B^2)^{\text{rst}}_{\theta} \simeq \Omega P^2, \text{rst}((\theta_M)_0)\).
To finish the proof of the Theorem, we therefore have to establish a weak equivalence $R^+([0,1] \times M)_{g_0,g_0}^{\text{rst}} \simeq \Omega \text{hofib}_0(BF_0^{2,\text{rst}})^0$. This involves the change of base-points, and we shall use the functor $\Lambda$ defined in (6.2.3) for that purpose.

The map $\ell_M$ is a 2-connected cofibration and $\theta_M$ is a 2-connected fibration. It follows that $B$ is of type $(F_2)$, and the map $\ell_M$ provides a $\theta$-structure on $M$. Let $W : \emptyset \leadsto M$ be a cobordism as required by hypothesis (ii) of the theorem. By obstruction theory, the $\theta_M$-structure $\ell_M$ extends to a $\theta_M$-structure $\ell_W$ on $W$. We obtain a morphism $(W, \ell_W) : \emptyset \leadsto (M, \ell_M)$ in $C_{\theta_M}^2$. By hypothesis (iii) of the theorem, there is a right stable $h \in R^+(W)_g$, and $(W, \ell_W, h) : \emptyset \leadsto (M, \ell_M, g)$ is a morphism in $P_{\theta_M}^2$. From that morphism, we get a path $\gamma : (M, \ell_M, g) \leadsto \emptyset$ in $BP_{\theta_M}^{2,\text{rst}}$ (in particular, $(M, \ell_M, g)$ is a point in $(P_{\theta_M}^2)^0$). This induces a weak equivalence

$$\Lambda(\gamma) : \Omega \text{hofib}_{(M,\ell_M)}(BF^{2,\text{rst}})_0 \longrightarrow \text{hofib}_0(BF^{2,\text{rst}})_0$$

which is weakly base-point-preserving and whose homotopy class does not depend on the choice of $\gamma$ (and hence $W$), by Lemma 6.2.4. By construction, $(M, \ell_M)$ is an object of $C_{\theta_M}^2$, so that the symbol $\text{hofib}_{(M,\ell_M)}(BF^{2,1,\text{rst}})_0$ is defined. By Theorems 5.1.1 and 3.1.4, the natural map

$$\text{hofib}_{(M,\ell_M)}(BF^{2,1,\text{rst}})_0 \longrightarrow \text{hofib}_{(M,\ell_M)}(BF^{2,\text{rst}})_0$$

is a weak equivalence. Altogether, we have constructed a weak equivalence

$$\text{hofib}_{(M,\ell_M)}(BF^{2,1,\text{rst}})_0 \simeq P^{2,\text{rst}}(\theta_M)_0,$$

(6.4.3)

whose homotopy class does not depend on the choices involved. The base-point in $\text{hofib}_{(M,\ell_M)}(BF^{2,1,\text{rst}})_0$ is the point $(M, \ell_M, g) \in (BP_{\theta_M}^{2,1,\text{rst}})_0$, together with the constant path at its image point in $(BC_{\theta_M}^{2,1})_0$. Moreover, Theorems 4.1.4 and 4.1.7 provide a weak equivalence

$$R^+(M \times [0,1])_{g,\emptyset}^{\text{rst}} \simeq \Omega(\text{hofib}_{(M,\ell_M)} BF^{2,1,\text{rst}})^0$$

(6.4.4)

(the loop space in the target is taken at the base-point just specified). The loop space of the source of (6.4.3) is not the same as the target of (6.4.4). However, there is a general fact which finishes the proof of the Theorem. If $f : (X, x_0) \rightarrow (Y, y_0)$ is a based map and $X^0$, $Y^0$ are the path components containing the base-points, and $f^0$ is the restriction of $f$ to $X^0 \rightarrow Y^0$, there is a natural map

$$(\text{hofib}_{y_0} f)^0 \longrightarrow \text{hofib}_{y_0} f^0$$

from the unit component of the homotopy fibre to the homotopy fibre of the restriction to the unit component. This is in general not an equivalence, but it is 0-coconnected and so induces an equivalence after taking loop spaces at the base-points, which is all that matters for our purpose. The map $\Theta$ is defined as the composition of the above maps. \(\square\)

Remark 6.4.5. We shall use the map $\Theta$ from Theorem 6.4.1 to define an infinite loop space structure on $R^+([0,1] \times M)_{g_0,g_0}^{\text{rst}}$. In particular, $\Theta$ is, tautologically, an infinite loop map.
7. The action of the diffeomorphism group on psc metrics

7.1. Statement of the result. As we mentioned in the introduction, the cobordism category methods we have been using can be used to find significant constraints on the action of Diff_{\partial}(W) on \mathcal{R}^+(W)_{g_M} when W is a nullbordism of a psc manifold (M, g_M). We will first formulate a more general result, and then explain how to interpret it in terms of such actions.

**Theorem 7.1.1.** Let \( \theta : B \to BO(d) \) be a fibration, \( d \geq 6 \). Let \((N, g_N)\) and \((M, g_M)\) be two objects of \( \mathcal{P}_\theta \) and assume that the structure map \( \ell_M : M \to B \) is 2-connected. Then there exists a homotopy cartesian square

\[
P_\theta^2((N, g_N), (M, g_M)) \xrightarrow{F} X \xleftarrow{\tau} \Omega_{N,M}BC_2^2 \xrightarrow{\sim} \Omega^\infty\text{MT}\theta.
\]

The space \( X \) will be constructed in the course of the proof. The left vertical map is the forgetful map whose fibre over a point \( W \) is of course \( \mathcal{R}^+(W)_{g_N,g_M} \). The first bottom horizontal map \( \tau \) is the tautological map and the second one is the homotopy equivalence arising from Theorem 3.1 of [GRW14] and the main result of [GTMW09].

Before we can state the next result, we need some preliminary. Let \( W \) be a compact manifold of dimension \( d \geq 6 \) with boundary \( M = \partial W \) such that \((W, M)\) is 2-connected. Let \( \theta : B \to BO(d) \) be the Moore–Postnikov 2-stage of the Gauss map. Let \( C_2^2(\emptyset, M) \subseteq C_2^2(\emptyset, M) \) be the union of path components given by those cobordisms \( V \) which diffeomorphic to \( W \) relative \( M \). There is a forgetful map

\[
\rho : C_2^2(\emptyset, M)_{W} \to B\text{Diff}_{\partial}(W)
\]

which is a weak equivalence, since its fibre is the space of solutions to the lifting problem

\[
\xymatrix{ M \ar[r]^{\ell_W|_M} \ar[d] & B \ar[d]^{\theta} \\
W \ar[r] & BO(d),}
\]

which is contractible by elementary obstruction theory, as the left hand map is 2-connected, the right hand map is 2-cocconnected, and a lift \( \ell_W \) exists. Now we define \( \alpha \) as the composition

\[
BD\text{Diff}_{\partial}(W) \xrightarrow{\rho^{-1}} C_2^2(\emptyset, M)_{W} \xrightarrow{\Omega_{\emptyset,M}BC_2^2} \Omega^\infty\text{MT}\theta
\]

and let \( \Omega_W^\infty\text{MT}\theta \subseteq \Omega^\infty\text{MT}\theta \) be the path component hit by \( \alpha \).

**Corollary 7.1.3.** Let \( W \) be a compact manifold of dimension \( d \geq 6 \) with boundary \( M = \partial W \) such that \((W, M)\) is 2-connected. Let \( \theta : B \to BO(d) \) be the Moore–Postnikov 2-stage of the Gauss map of \( W \), and let \( g_M \in \mathcal{R}^+(M) \). Then the map

\[
BD\text{Diff}_{\partial}(W) \to B\text{hAut}(\mathcal{R}^+(W)_{g_M})
\]

given by the action of Diff_{\partial}(W) on \( \mathcal{R}^+(W)_{g_M} \) factors up to homotopy through \( \alpha : BD\text{Diff}_{\partial}(W) \to \Omega_W^\infty\text{MT}\theta \). In particular, for any \( h \in \mathcal{R}^+(W)_{g_M} \) the orbit map

\[
f \mapsto f^* h : \text{Diff}_{\partial}(W) \to \mathcal{R}^+(W)_{g_M}
\]
factors up to homotopy through $\Omega(\alpha) : \text{Diff}_\partial(W) \to \Omega^{\infty+1}\text{MT}_\theta$.

**Example 7.1.4.** If $W = D^d$, the Moore–Postnikov 2-stage is $B\text{Spin}(d) \to BO(d)$. In that case, the map $B\text{Diff}_\partial(D^d) \to \Omega^\infty\text{MT}_\theta$ is rationally nullhomotopic. This follows from the fact that the target is rationally a product of Eilenberg–MacLane spaces with factors given by certain Miller–Morita–Mumford classes $\kappa_c$ with $c$ a polynomial in Euler and Pontrjagin classes, and such classes vanish for $D^d$-bundles because they are defined for topological bundles [ERW14] but $B\text{Homeo}_\partial(D^d)$ is contractible by the Alexander trick. A consequence of this is that the map

$$\pi_k(\text{Diff}_\partial(D^d), \text{id}) \to \pi_k(R^+(D^d), g_{d-1}, g)$$

induced by the orbit map on any $g \in R^+(D^d)$ is zero after rationalisation for $k > 0$. This was proven before by Botvinnik, Hanke, Schick, and Walsh as Theorem 1.5 of [BHSW10], for degrees $k$ which are small compared to $d$.

**Remark 7.1.5.** One might ask whether an appropriate version of Corollary 7.1.3 is true without the condition that $(W, M)$ is 2-connected. The methods in the present paper do not seem to suffice for this purpose, and it is likely that the results of [Per17a] and [Per17b] are more suitable.

**Proof of Corollary 7.1.3.** We define

$$P^2_\theta(\emptyset, (M, g_M)_W) := F^{-1}(C^2_\theta(\emptyset, M)_W) \subset P^2_\theta(\emptyset, (M, g_M)_W).$$

There is a forgetful map

$$P^2_\theta(\emptyset, M)_W \to E\text{Diff}_\partial(W) \times_{\text{Diff}_\partial(W)} R^+(W)_{g_M}$$

similar to the map $\rho$ from (7.1.2), and it is a weak equivalence by the same reason. We obtain a commutative square

$$\begin{array}{ccc}
P^2_\theta(\emptyset, (M, g_M)_W) & \to & E\text{Diff}_\partial(W) \times_{\text{Diff}_\partial(W)} R^+(W)_{g_M} \\
\downarrow F & & \downarrow F' \\
C^2_\theta(\emptyset, M)_W & \to & B\text{Diff}_\partial(W) 
\end{array}$$

whose horizontal maps are weak equivalences. Restricting the diagram of Theorem 7.1.1 to path-components and replacing the left hand column and the lower right corner by homotopy equivalent spaces, we arrive at a homotopy cartesian square

$$
\begin{array}{ccc}
E\text{Diff}_\partial(W) \times_{\text{Diff}_\partial(W)} R^+(W)_{g_M} & \to & \mathcal{X} \\
\downarrow F' & & \downarrow \alpha \\
B\text{Diff}_\partial(W) & \to & \Omega^{\infty+1}\text{MT}_\theta.
\end{array}
$$

In particular the map $B\text{Diff}_\partial(W) \to B\text{Aut}(R^+(W)_{g_M})$ classifying the fibration $F'$ (see [May75, §9]) factors through $\alpha$, as required. \hfill $\Box$

**7.2. Proof of Theorem 7.1.1.** The guiding idea of the proof of Theorem 7.1.1 is that the forgetful map $\Omega B\mathcal{F}_\partial^{2,\text{rat}} : \Omega B\mathcal{P}^{2,\text{rat}}_\theta \to \Omega B\mathcal{C}^2_\theta$ (whose homotopy fibre over a point $M$ is weakly equivalent to $R^+(M \times [0, 1])^{\text{rat}}_{g_M, g_M}$ by Theorem 4.1.9, Theorem 5.1.1 and Theorem 3.1 of [GRW14]) could be considered as a “principal bundle” for
the grouplike monoid \( \mathcal{R}^+(M \times [0,1])_{g_M,g_M} \). One should therefore be able to form the Borel construction

\[ \mathcal{X} = (\Omega \mathcal{B} \mathcal{P}^2_{\theta}) \times \mathcal{R}^+(M \times [0,1])_{g_M,g_M} \mathcal{R}^+(M \times [0,1])_{g_M,g_M} \]

and hence obtain a homotopy cartesian diagram as stated in Theorem 7.1.1.

This idea will be made precise by establishing a diagram

\[
\begin{array}{ccc}
P^2_{\theta}(N, g_N, (M, g_M)) & \xrightarrow{\| \varphi \|} & ||Z|| \\
\downarrow F & & \downarrow \| \lambda \| \\
C^2_{\theta}(N, M) & \xrightarrow{\| \zeta \|} & X \\
\downarrow \tau & & \downarrow \| \zeta \| \\
\Omega N,M BC^2_{\theta} & \xleftarrow{\sigma} & \Omega N,M BC^2_{\theta}
\end{array}
\]

in which the three squares commute and are homotopy cartesian (the rightmost will be a homotopy pullback by definition), and the bottom semi-circle commutes up to preferred homotopy. This data determines a map \( ||Z|| \to \mathcal{X} \) covering \( \tau \circ \| \zeta \| : ||X|| \to \Omega N,M BC^2_{\theta} \), which together with the weak equivalences in the leftmost square gives the claimed result.

### 7.2.1. Construction of the diagram

**Definition 7.2.2.** Let \( X_p \) consist of \(((t, W, \ell_W), (a_0, g_0), \ldots, (a_p, g_p), h_0, \ldots, h_p)\) where

(i) \( (t, W, \ell_W) \in C^2_{\theta}(N, M) \), given which we write \( V := (\langle -\infty, -t \rangle \times N) \cup (W - te_1) \cup ([0, \infty) \times M) \subset \mathbb{R} \times I^{\infty-1} \),

(ii) \( 0 < a_0 < \ldots < a_p < 1 \),

(iii) \( g_i \in \mathcal{R}^+(\{a_i\} \times M) \),

(iv) \( h_0 \in \mathcal{R}^+(V|_{\langle -t, a_0 \rangle})_{g_N,g_0} \) and

(v) \( h_i \in \mathcal{R}^+(V|_{[a_{i-1}, a_i]})_{g_{i-1}, g_i} \) (note that \( V|_{[a_{i-1}, a_i]} = [a_{i-1}, a_i] \times M \)).

We topologise \( X_p \) as a subspace of \( N_{p+1}P_\theta \). The \( X_p \) form a semi-simplicial space by forgetting \( a_i \)'s and gluing metrics. There is an augmentation \( \zeta : X \to C^2_{\theta}(N, M) \) given by recording only \((t, W, \ell_W)\).

**Definition 7.2.3.** Let \( Z_p \) consist of \(((t, W, \ell_W), (a_0, g_0), \ldots, (a_p, g_p), h_0, \ldots, h_p, h)\) such that \(((t, W, \ell_W), (a_0, g_0), \ldots, (a_p, g_p), h_0, \ldots, h_p, h) \in X_p \) and

(vi) \( h \in \mathcal{R}^+(V|_{[a_{p-1}, a_p]}{g_p, g_M}) \) is an arbitrary psc metric.

The map \( \lambda_p : Z_p \to X_p \) forgets the datum \( h \). We topologise \( Z_p \) as a subspace of \( N_{p+2}P_\theta \). The \( Z_p \) form a semi-simplicial space by forgetting \( a_i \)'s and gluing metrics. There is an augmentation map \( \varphi_p : Z \to P^2_{\theta}(N, g_N, (M, g_M)) \) given by forgetting all \( a_i \) and gluing the psc metrics.

The square

\[
\begin{array}{ccc}
||Z|| & \xrightarrow{||\varphi||} & P^2_{\theta}(N, g_N, (M, g_M)) \\
\downarrow ||\lambda|| & & \downarrow F \\
||X|| & \xrightarrow{||\zeta||} & C^2_{\theta}(N, M)
\end{array}
\]

commutes. We will show later that the horizontal maps are a weak equivalences, but first develop some more of the diagram (7.2.1).
Definition 7.2.4. Let \( Y_p \) consist of \(((a_0, g_0), \ldots, (a_p, g_p), h_1, \ldots, h_p, h)\) where \(0 < a_0 < \ldots < a_p < 1\), \( g_i \in \mathcal{R}^+(\{a_i\} \times M)\), \( h_i \in \mathcal{R}^+(\{a_{i-1}, a_i\} \times M)\), and \( h \in \mathcal{R}^+(\{a_p, 1\} \times M)\). We topologise \( Y_p \) as a subspace of \( N_{p+1}Q(M)\). The \( Y_p \) form a semi-simplicial space by forgetting \( a_i \)'s and gluing metrics. There is a semi-simplicial map \( \xi_p : Y_p \to N_p(\mathcal{P}(\mathbb{R} \times M, (0,1)))^{\text{rest}} \) given by forgetting the datum \( h \).

Given this definition, we observe that there is a pullback square

\[
\begin{array}{ccc}
Z_p & \longrightarrow & Y_p \\
\downarrow & & \downarrow \xi_p \\
X_p & \longrightarrow & N_p(\mathcal{P}(\mathbb{R} \times M, (0,1)))^{\text{rest}}, \\
\end{array}
\] (7.2.5)

where the semi-simplicial map \( \eta_\bullet \) is given by forgetting \((t, W, \ell_W)\).

We obtain the middle square of the diagram (7.2.1) by forming the geometric realisation of the square (7.2.5) of semi-simplicial spaces and composing with the map

\[
\epsilon : BF(\mathbb{R} \times M, (0,1))^{\text{rest}} \longrightarrow \text{hofib}_M BF^{2,\text{rest}}
\]

defined as follows. It sends a point \(((a_0, g_0), \ldots, (a_p, g_p), h_1, \ldots, h_p; u) \in N_p(\mathcal{P}(\mathbb{R} \times M, (0,1)) \times \Delta^p)\) to the point in \( \text{hofib}_M BF^{2,\text{rest}} \) given by

\[
(M, g_0) \tto [(a_1-a_0) \times M, h_1] \ldots [(a_p-a_{p-1}) \times M, h_p] (M, g_p); u \in N_p(\mathcal{P}^{2,\text{rest}}_\theta \times \Delta^p \subset BF^{2,\text{rest}}_\theta),
\]

equipped with the path from the image of this point in \( BC^2 \) to the base-point \( M \) given by

\[
t \tto (M \tto [(a_1-a_0) \times M] \ldots [(a_p-a_{p-1}) \times M] M \tto [1-a_p] \times M M; (1-t)u, t)
\]

\[
\in N_p(\mathcal{P}^{2,\text{rest}}_\theta \times \Delta^{p+1} \subset BC^2_{\text{rest}}).
\]

Both these formulas respect the semi-simplicial identities and so descend to maps on geometric realisations.

The remaining maps in the diagram (7.2.1) are \( \tau \) and \( \sigma \). The map \( \tau : C^2(N, M) \to \Omega_{N, M} BC^2 \) is the tautological one, which sends a point \( W \) to the path \( t \to (W, (1-t, t)) \in N_1C^2 \times \Delta^1 \to BC^2 \). The map \( \sigma \) is the “fibre transport” map; it sends a path \( \gamma : N \hto M \in BC^2 \) to the point \((N, g_N) \in BF^2_\theta\), together with the path \( \gamma \) from \( N = BF^{2,\text{rest}}(N, g_N) \) to \( M \).

7.2.2. Properties of the diagram. We will first show that the horizontal maps in the leftmost square of (7.2.1) are weak equivalences. The bottom map can be treated quite easily.

Lemma 7.2.7. The augmentation map \( ||\zeta_\bullet|| : ||X_\bullet|| \to C^2(N, M) \) is a weak homotopy equivalence.

Proof. Each \( \zeta_\bullet \) is a fibration. Hence by Lemma 2.14 of [ERW19b], it suffices to prove that \( ||\zeta_\bullet^{-1}(t, W, \ell_W)|| \simeq * \), for each \((t, W, \ell_W) \in C^2(N, M)\). But \( \zeta_\bullet^{-1}(t, W, \ell_W) \) can be identified with the nerve of the fibre category \((-t, g_N)/i\) of the inclusion functor \( i : \mathcal{P}(W, (0,1))^{\text{rest}} \to \mathcal{P}(W, (-t - \epsilon, -t + \epsilon) \cup (0,1))^{\text{rest}} \). By the same argument as in the proof of Lemma 4.2.2 this fibre category has contractible nerve. \( \square \)
To show that the top horizontal map in the leftmost square of (7.2.1) is a weak equivalence we will first develop some properties of the square (7.2.5), which will also be used in showing that the middle square of (7.2.1) is homotopy cartesian. In the following lemma we refer to a semi-simplicial map being homotopy cartesian: see Definition 2.9 of [ERW19b] for this notion.

**Lemma 7.2.8.**

(i) The square (7.2.5) is homotopy cartesian, for each $p$.

(ii) The semi-simplicial map $\xi_{\bullet}$ is homotopy cartesian.

**Proof.** By an application of Theorem 2.1.1 the map $\xi_p$ is a fibration, so (i) follows since (7.2.5) is a pullback. The fibre of $\xi_p$ over $((a_0, g_0), \ldots, (a_p, g_p), h_0, \ldots, h_p)$ is the space $\mathcal{K}^+(\{a_p, 1\} \times M)_{g_p, g_M}$. Face maps either induce the identity on fibres, or they glue on $h_p$ and so are weak equivalences. □

**Corollary 7.2.9.** The square

$$
\begin{array}{ccc}
\|Z_{\bullet}\| & \longrightarrow & \|Y_{\bullet}\| \\
\|\lambda_{\bullet}\| & \downarrow & \|\xi_{\bullet}\| \\
\|X_{\bullet}\| & \longrightarrow & BP(\mathbb{R} \times M, (0, 1))^{\text{in}}
\end{array}
$$

is homotopy cartesian, and the semi-simplicial map $\lambda_{\bullet}$ is also homotopy cartesian.

**Proof.** This follows from Lemma 7.2.8 and the following general fact: let

$$
\begin{array}{ccc}
A_{\bullet} & \rightarrow & B_{\bullet} \\
\downarrow^{h_{\bullet}} & & \downarrow^{g_{\bullet}} \\
C_{\bullet} & \rightarrow & D_{\bullet}
\end{array}
$$

be a commutative diagram of semi-simplicial spaces which is levelwise homotopy cartesian and assume that the semi-simplicial map $g_{\bullet}$ is homotopy cartesian. Then $h_{\bullet}$ is homotopy cartesian, and the square of geometric realisations is homotopy cartesian. This is quickly proven using Theorem 2.12 of [ERW19b] (which is due to Segal). □

We can now show that the top horizontal map in the leftmost square of (7.2.1) is a weak equivalence.

**Corollary 7.2.10.** The augmentation map $\|\varphi_{\bullet}\| : \|Z_{\bullet}\| \to \mathcal{P}_0^2((N, g_N), (M, g_M))$ is a weak homotopy equivalence.

**Proof.** Consider the diagram

$$
\begin{array}{ccc}
Z_0 & \longrightarrow & \|Z_{\bullet}\| \\
\downarrow^{\lambda_0} & & \downarrow^{\|\lambda_{\bullet}\|} \\
X_0 & \longrightarrow & \|X_{\bullet}\|
\end{array}
\quad \text{(7.2.11)}
\begin{array}{c}
\longrightarrow \mathcal{P}_0^2((N, g_N), (M, g_M)) \\
\downarrow^{F} \\
\approx C_0^2(N, M).
\end{array}
$$

By Corollary 7.2.9 the semi-simplicial map $\lambda_{\bullet}$ is homotopy cartesian and hence the left hand square is homotopy cartesian (using Theorem 2.12 of [ERW19b] again). We claim that the large rectangle is also homotopy cartesian. Since $X_0 \to \|X_{\bullet}\|$ is
0-connected for general reasons, it follows that the right hand square is homotopy cartesian, too. Since \(\|\gamma\|\) is a weak equivalence, it follows that \(\|\varphi\|\) is a weak equivalence.

To verify that the large rectangle is homotopy cartesian, argue as follows. Firstly, note that both \(\lambda_0\) and \(\pi\) are fibrations. Furthermore, a point \(x \in X_0\) is given by \(((t,W,\ell_W),(a_0,g_0),h)\), where \((t,W,\ell_W) \in C^0_2(N,M)\), \(a_0 \in (0,1)\), and \(h \in \mathcal{R}^+(W)[-1,a_0]_{\Gamma^M,g_0}\) is right stable. The fibre of \(\lambda_0\) over such a point is \(\mathcal{R}^+([a_0,1] \times M)_{g_0,g_M}\).

Under the bottom composition in (7.2.11), the point \(x\) is mapped to \(W \in C^0_2(N,M)\), and the fibre over \(W\) of the right vertical map is of course \(\mathcal{R}^+(V)_{\Gamma^M,g_M}\). The map on fibres can be identified with the gluing map \(\mu(h,\_): \mathcal{R}^+([a_0,1] \times M)_{g_0,g_M} \rightarrow \mathcal{R}^+(V)_{\Gamma^M,g_M}\), and this is a weak equivalence because \(h\) was assumed to be right stable.

The middle square of (7.2.1) is obtained by taking the homotopy cartesian square of Corollary 7.2.9 and composing it with the map \(\epsilon\). The following lemma therefore implies that it is again homotopy cartesian.

**Lemma 7.2.12.** The map \(\epsilon\) in (7.2.6) is a weak homotopy equivalence.

**Proof.** The map under question is the composition of two maps

\[
BP(\mathbb{R} \times M,(0,1))_{\text{h}} \longrightarrow \text{hofib}_M BF^{2,1}_{\text{h}} \longrightarrow \text{hofib}_M BF^{2,\text{h}}.
\]

The first is defined by the same formula as \(\epsilon\) and is a homotopy equivalence by Theorem 4.1.3. The second is a weak equivalence by Theorems 3.1.4 and 5.1.1. □

The final, leftmost, square of (7.2.1) is defined to be a homotopy pullback. The following lemma then supplies the final step of the argument.

**Lemma 7.2.13.** The bottom semi-circle in the diagram (7.2.1) commutes up to preferred homotopy.

**Proof.** This is by a straightforward, but tedious checking. Let

\[
x := ((t,W,\ell_W),(a_0,g_0),\ldots,(a_p,g_p),h_0,\ldots,h_p,u_0,\ldots,u_p) \in X_p \times \Delta^p.
\]

Depending on a homotopy parameter \(r \in [0,1]\), we define a point

\[
\gamma(x,r) \in N_{p+1}P_{\theta}^{2,\text{h}} \times \Delta^{p+1}
\]

as

\[
\left( N, g_N \right) \xrightarrow{(W,[-1,a_0];h_0,\ldots,h_p)} \left( M, g_0 \right) \xrightarrow{([a_0,a_1] \times M,h_1)} \cdots \xrightarrow{([a_{p-1},a_p] \times M,h_p)} \left( M, g_p ; 1-r,ru_0,\ldots,ru_p \right),
\]

and if in addition \(t \in [0,1]\), we define a point in \(N_{p+2}C^2_\theta \times \Delta^{p+2}\) by the formula

\[
\Gamma(x,r,t) := \left( N \xrightarrow{W,[-1,a_0]} M \xrightarrow{[a_0,a_1] \times M} \cdots \xrightarrow{[a_{p-1},a_p] \times M} M \xrightarrow{[a_p,1] \times M} M ; (1-t)(1-r),(1-t)ru_0,\ldots,(1-t)ru_p, t \right).
\]

Both these formulas respect the semi-simplicial identifications and hence give rise to well-defined continuous maps \(\gamma: \|X_*\| \times [0,1] \rightarrow BP_{\theta}^{2,\text{h}}\) and \(\Gamma: \|X_*\| \times [0,1]^2 \rightarrow BC^2_\theta\). Note that \(\Gamma(x,r,0) = BF^{2,\text{h}}(\gamma(x,r))\) and that \(\Gamma(x,r,1)\) is the base-point.
Let $M \in N_0 \mathcal{C}_d^2$. Therefore, $\gamma$ and $\Gamma$ together define a homotopy $\Lambda : \|X\| \times [0,1] \to \text{hofib}_M BF^{2,\text{rst}}$.

For $r = 0$, $\Lambda(-,0)$ is the map $\sigma \circ \tau \circ \|\zeta\|$, and for $r = 1$, $\Lambda(-,1)$ is the map $\epsilon \circ \eta$. □

8. Delooping the index difference

8.1. Background material.

The Rosenberg–Dirac operator. In this section, we let $G$ be a discrete group (which in the cases of interest will be finitely presented) and consider the fibration $\theta_d : B\text{Spin}(d) \times BG \to BO(d)$. Let $(W,g)$ be a $d$-dimensional Riemannian manifold and let $\ell$ be a $\theta_d$-structure on $W$. This is the same data as a map $f = (f_0,f_1) : W \to B\text{Spin}(d) \times BG$, together with an isometric vector bundle isomorphism $TW \cong f_0^* \gamma\text{Spin}(d)$. Let us recall how the Rosenberg–Dirac operator $\mathfrak{D}_{g,f}$ is constructed out of these data.

We use the conventions for Clifford algebras which are spelled out in Section 2.1 of [Ebe94]. That is, $\text{Cl}^{p,q}$ is the complex algebra generated by anticommuting elements $(e_1, \ldots, e_p, \tilde{e}_1, \ldots, \tilde{e}_q)$ with $\epsilon_1^2 = -\epsilon_2^2 = 1$. It has a unique $C^*$-algebra structure such that $e_i^* = -e_i$ and $\tilde{e}_j^* = \tilde{e}_j$. There is a unique Real structure on $\text{Cl}^{p,q}$ such that the generators are Real, and a unique $\mathbb{Z}/2$-grading such that the generators are odd. Further, we let

$$\mathfrak{S}_d := ES\text{Spin}(d) \times_{\text{Spin}(d)} \text{Cl}^{d,0} B\text{Spin}(d)$$

be the universal spinor bundle. It comes with a canonical $\text{Cl}^{d,0}$-valued inner product, a Real structure and a $\mathbb{Z}/2$-grading. There is a natural Clifford action by the universal spin vector bundle $\gamma\text{Spin}(d) \to B\text{Spin}(d)$, and $\mathfrak{S}_W := f_0^* \mathfrak{S}_d$ is the spinor bundle on $W$.

Let $\text{C}^*(G)$ be the group $C^*$-algebra of $G$, which could be either the reduced version $\text{C}^*_{\text{r}}(G)$ or the maximal version $\text{C}^*_{\text{m}}(G)$ (as all arguments in this section apply equally to both versions, there is no need for a notational distinction). There is a unique Real structure on $\text{C}^*(G)$ such that all group elements $g \in G \subset \text{C}^*(G)$ are Real, and $\text{C}^*(G)$ has the trivial $\mathbb{Z}/2$-grading. The universal Mishchenko–Fomenko line bundle $L_G := EG \times_G \text{C}^*(G) \to BG$ is a bundle of right $\text{C}^*(G)$-modules which are free of rank 1. It comes with a canonical $\text{C}^*(G)$-valued inner product, which turns $L_G$ into a bundle of finitely generated projective Hilbert-$\text{C}^*(G)$-modules.

Now we write

$$\mathfrak{S}_\ell := f^*(\mathfrak{S}_d \boxtimes L_G) \cong \mathfrak{S}_W \otimes f_1^* L_G \to W,$$

which is a bundle of Real graded finitely generated projective Hilbert $\text{C}^*(\theta_d)$-modules, where we used the abbreviation

$$\text{C}^*(\theta_d) := \text{Cl}^{d,0} \otimes \text{C}^*(G),$$

with Real structure and grading induced from the two factors (since $\text{Cl}^{d,0}$ is finite-dimensional, the tensor product is unambiguous).

The spinor bundle $\mathfrak{S}_W$ inherits a connection from the Levi-Civita connection on $W$, while $f_1^* L_G$ has a natural flat connection since the structure group of $L_G$ is the discrete group $G$. Let $\nabla$ be the tensor product of both these connections. Using $\nabla$ and the action of the Clifford algebra bundle of $TW$ on $\mathfrak{S}_W$, one defines the Rosenberg–Dirac operator $\mathfrak{D}_{g,\ell}$ by the usual formula [Ros83 §1] [LM89 §II.5]. In
the sequel, the $\theta_d$-structure is usually fixed, which is why we write just $\mathcal{D}_g$ for $\mathcal{D}_{g,\ell}$. The Lichnerowicz–Schrödinger formula

$$\mathcal{D}_g^2 = \nabla^* \nabla + \frac{1}{4} \text{scal}(g)$$

(8.1.1)

connects the Rosenberg–Dirac operator to positive scalar curvature.

Let $\Gamma_c(W; \mathcal{S}_\ell)$ be the space of compactly supported smooth sections of $\mathcal{S}_\ell$. The $C^*(\theta_d)$-valued inner product on $\mathcal{S}_\ell$ and the volume measure on $W$ together turn $\Gamma_c(W; \mathcal{S}_\ell)$ into a pre-Hilbert-$C^*(\theta_d)$-module, whose completion we denote by $L^2(W; \mathcal{S}_\ell)$, which is a Hilbert-$C^*(\theta_d)$-module. The Dirac operator defines an unbounded symmetric operator on $L^2(W; \mathcal{S}_\ell)$ with initial domain $\Gamma_c(W; \mathcal{S}_\ell)$. Its closure is self-adjoint and regular provided that there is a proper function $x : W \to \mathbb{R}$ such that the commutator $[\mathcal{D}_g, x]$ is a bounded operator, by a variant of the classical Chernoff–Wolf theorem which is proven in [HPS15, §2] or as Theorem 2.14 of [Ebe16]. Usually, $\mathcal{D}_g$ is not Fredholm, but it is if the scalar curvature of $g$ is uniformly positive outside a compact subset of $W$, by (8.1.1) and e.g. Theorem 3.41 of [Ebe16]. In [Ebe16, §2], it is shown how to generalise these constructions to families.

$\mathcal{K}$-Theory spectra. We shall use a model for the real $\mathcal{K}$-theory spectrum $\mathcal{K}(\mathcal{A})$ of a Real graded unital $C^*$-algebra $\mathcal{A}$ which is a variant of unbounded $\mathcal{K}$-$\mathcal{K}$-theory and of the spectral picture of $\mathcal{K}$-theory developed in [HG04]. The precise version is described in [Ebe16, Ebe19], and we refer to these papers for more details. It is a spectrum of sheaves. The $n$th sheaf in this spectrum assigns to a test manifold the set $\mathcal{K}(\mathcal{A})_n(X)$ of all tuples $(H, \eta, c, D)$, where

(i) $H$ is a countably generated continuous field of Hilbert-$\mathcal{A}$-modules with a Real structure,

(ii) $\eta$ is a grading and $c$ is a $\text{Cl}^{n,0}$-structure on $H$, both compatible with the Real structure, and

(iii) $D$ is a self-adjoint regular Fredholm family on $H$, which is Real, odd and $\text{Cl}^{n,0}$-antilinear (we refer to Sections 2.1 and 4 of [Ebe16] for more details).

It is often convenient to shorten notation and to write $(H, D)$ for the tuple $(H, \eta, c, D)$ when $\eta$ and $c$ are understood, or even just $D$. An element $(H, \eta, c, D) \in \mathcal{K}(\mathcal{A})_n(X)$ is degenerate if $D$ is invertible, and we denote by $D(\mathcal{A})_n \subset \mathcal{K}(\mathcal{A})_n$ the subsheaf of degenerate elements. As base-point in $\mathcal{K}(\mathcal{A})_n$ and $D(\mathcal{A})_n$, we take the unique tuple with $H = 0$.

Remark 8.1.2. For the rest of this section, we are concerned with maps of sheaves of the form $\Phi : \mathcal{X} \to \mathcal{K}$ for sheaves $\mathcal{X}$ which are either $\mathcal{K}$-theory sheaves or are given by families of manifolds together with $\theta_d$-structures, Riemannian metrics and some other data. The sheaves $\mathcal{K}$ are the $\mathcal{K}$-theory spaces for certain $C^*$-algebras or the subspaces of degenerate tuples. To improve the readability (and writeability) of this section, let us impose the following conventions. We only write down the map $\Phi_* : \mathcal{X}(\ast) \to \mathcal{K}(\ast)$ of sets. In each case, Example 3.28 and Theorems 3.40 and 3.41 of [Ebe16] will give the justification why $\Phi$ extends to a map of sheaves, and this will not be spelled out explicitly.

Similarly, when we want to show that two such maps $\Phi_0, \Phi_1 : \mathcal{X} \to \mathcal{K}$ are homotopic, we have to produce a concordance $\mathbf{y}$ from $\Phi_0(\mathbf{z})$ to $\Phi_1(\mathbf{z})$, for each $\mathbf{z} \in \mathcal{X}(X)$, and this concordance has to be natural in $\mathbf{z}$. We only write down this concordance when $X = \ast$. In that case, it must be an element of $\mathcal{K}(\mathbb{R})$. We
write this down pointwise, i.e. we write elements $y_t \in K^*(\cdot)$, depending on $t \in \mathbb{R}$ and depending naturally on $z$. Again, we will refer implicitly to Example 3.28 and Theorems 3.40 and 3.41 of [Ebe16] for the justification that such a procedure indeed yields a natural concordance.

The spectrum structure on the collection of all $KO(A)_n$ is given by the Bott map

$$bott : KO(A)_n \rightarrow \Omega KO(A)_{n+1}$$

described as follows. It sends $(H, \eta, c, D) \in KO(A)_n(\cdot)$ to the path (parametrised by $\mathbb{R}$)

$$t \mapsto \begin{cases} (E \oplus E, (\eta \ominus \eta), (c, \ominus \eta), (D t \eta, D)) & t \in \mathbb{R}, \\ (0, \ldots, 0) & t = \pm \infty \end{cases}$$

For an explanation what the loop space of a sheaf is, and for the rigorous definition of the Bott map, we refer to Sections 2.1 and 2.3 of [Ebe19]. It is clear that the Bott maps restricts to a map $D(A)_n$ to $\Omega D(A)_{n+1}$.

**Proposition 8.1.3.**

(i) The sheaf $D(A)_n$ is contractible [Ebe16 Lemma 3.9].

(ii) The Bott map is a weak equivalence [Ebe19 Theorem 3.14].

The second part is a consequence of the Bott periodicity theorem.

For a graded $C^*$-algebra, there are Morita equivalences

$$\text{morita} : KO(A)_n \overset{\sim}{\longrightarrow} KO(A \hat{\otimes} Cl^{1,0})_{n+1}$$

(we use the standard conventions for tensor products of graded $C^*$-algebras and Hilbert modules as explained in Section 14 of [Bla98]) which commute with the Bott map. When combined with the Bott maps, these give rise to weak equivalences

$$|KO(A \hat{\otimes} Cl^{1,0})| \simeq \Omega |KO(A)|$$

of spectra, and in particular

$$|KO(C^*(\theta_d))| \simeq \Omega^d |KO(C^*(G))|$$

We shall need the formula for morita and its inverse when $n = 0$, which are summarised in the next lemma.

**Lemma 8.1.4.** The map

$$\text{morita} : KO(A)_0 \rightarrow KO(A \hat{\otimes} Cl^{1,0})_1$$

sends $(H, \eta, \cdot, D)$ to $(H \otimes Cl^{1,0}, \eta \otimes \iota, \eta \otimes e, D \otimes 1)$, where $\iota$ is the grading on $Cl^{1,0}$ and $e$ is given by $Cl^{1,0}$-left multiplication. A homotopy inverse is given by the following recipe: let $(H, \nu, c, D) \in KO(A \hat{\otimes} Cl^{1,0})_1$ be given. For $x \in Cl^{1,0}$, let $\rho(x)$ be the right multiplication by $1 \otimes x \in A \hat{\otimes} Cl^{1,0}$. The eigenspace $\text{Eig}(e(\rho(e)) \nu)$ is an $A$-subspace, to which $\nu$ and $D$ restrict.

The sheaves $KO(A)_n$ have a natural $\Gamma$-space structure as follows.

**Definition 8.1.5.** For a finite pointed set $S$, we let $KO(A)_n(S)$ be the sheaf which assigns to $X$ the set of all $(H_x, D_x)_{s \in S}$, where $(H_x, D_x) \in KO(A)_n(X)$. For a pointed map $f : S \rightarrow T$ of finite pointed sets, we let $f_*(H_x, D_x)$ be the tuple $(H'_x, D'_x)$, with $H'_x = \bigoplus_{f(s) = t} H_s$ and $D'_x = \bigoplus_{f(s) = t} D_s$. 
Lemma 8.1.6. The $\Gamma$-space $|\text{KO}(A)_n|$ is very special. The Bott maps are maps of $\Gamma$-spaces, and so are the Morita equivalences.

Proof. It is obvious that $\text{KO}(A)_n(0_+)$ is the one-point sheaf and that the Bott map is a map of $\Gamma$-spaces. Likewise it is clear that $\text{KO}(A)_n(S \vee T) \to \text{KO}(A)_n(S) \times \text{KO}(A)_n(T)$ is a weak equivalence (it is even an isomorphism of sheaves). That $|\text{KO}(A)_n|$ is grouplike follows from the isomorphism $\pi_0(|\text{KO}(A)_n|) = KO_{-n}(A)$ constructed in Proposition 4.12 of [Ebe16]. \qed

The fact that the Bott maps are maps of $\Gamma$-spaces, together with the Morita equivalence, has the following consequence, which is shown using Lemma 4 of [Ngu17].

Corollary 8.1.7. There is a weak equivalence of spectra

$$B\infty^|\text{KO}(A \otimes \text{Cl}^{d,0})|_n \simeq (\Sigma^{n-d}|\text{KO}(A)|)(-1).$$

The index difference. It will be convenient for us to adopt the following definition of a generalised base-point, as we will often consider paths in $\text{KO}(A)_n$ which start and end in the contractible subspace $D(A)_n$.

Definition 8.1.8. A generalised base-point of a space $X$ is a contractible subspace $Z \subset X$. A map $f : X_0 \to X_1$ of spaces equipped with generalised base-points $Z_0$ and $Z_1$ is said to preserve the generalised base-points if $f(Z_0) \subset Z_1$. An analogous definition is made for sheaves.

In the case of spaces, we define the loop space $\Omega_Z X$ as the space of all paths beginning and ending in $Z$, and the homotopy fibre $hofib_{Z_1}(f)$ as the space of all pairs, consisting of a point $x_0 \in X_0$ and a path in $X_1$ from $f(x_0)$ to a point of $Z_1$. The homotopy fibre has a generalised base-point, namely the space of all pairs, consisting of a point in $Z_0$, together with a path in $Z_1$ starting at the image.

In the case of sheaves, we define the loop sheaf $\Omega_Z \mathcal{X}$ as the sheaf which sends a test manifold $X$ to the set of all $z \in \mathcal{X}(X \times \mathbb{R})$ such that $z|_{X \times [-1,1]} \in Z(X \times [-1,1])$. The homotopy fibre $hofib_{Z_1}(f)$ is the sheaf which sends a test manifold $X$ to the set of all pairs $(z,y)$, where $z \in \mathcal{X}_0(X)$ and $y \in \mathcal{X}_1(X \times \mathbb{R})$ is such that $y|_{X \times 0} = f(z)$ and $y|_{X \times (1,\infty)} \in Z_1(X \times (1,\infty))$.

If the choice of $Z$ or $\mathcal{X}$ is unambiguous, it is dropped from the notation.

As a generalised base-point in $\text{KO}(A)_n$, we shall always take $D(A)_n$. Of course, the homotopy types of these generalised loop spaces/homotopy fibres coincide with the usual ones. There are natural weak equivalences

$$|\Omega_Z \mathcal{X}| \to |\Omega|_{|Z|} \mathcal{X}$$

and

$$|hofib_{Z_1}(f)| \to hofib_{|Z|}(|f|).$$

With these generalities understood, we turn our attention to psc metrics and let $V : M_0 \to M_1$ be a $d$-dimensional cobordism with $\theta$-structure $\ell$, let $g_i \in \mathcal{R}^+(M_i)$ and let $h$ be a Riemannian metric on $V$ which restricts to $dx^2 + g_i$ near $M_i$. We form the elongation $W := ((-\infty,0] \times M_0) \cup V \cup ([1,\infty) \times M_1)$ and extend the metric $h$ cylindrically, to a metric with the same name $h$. By the Lichnerowicz–Schrödinger formula, $\mathfrak{D}_h$ is invertible at infinity and hence Fredholm. So

$$\text{ind}(W,h) := (L^2(W;\mathfrak{D}_h),\mathfrak{D}_h) \in \text{KO}(C^*(\theta_d))_0(\ast)$$
is well-defined and yields
\[ \text{ind}(W, h) \in \pi_0(\text{KO}(C^*(\theta_d))_0) = \text{KO}_d(C^*(G)). \]
If \( h \) has positive scalar curvature, then \( \mathcal{D}_h \) is invertible and so \( \text{ind}(W, h) = 0 \). The construction generalises to the parametrised case, and yields a map
\[ \text{ind} : \mathcal{R}(\mathcal{V})_{g_0, g_1} \to \text{KO}(C^*(\theta_d))_0 \]
of sheaves (here one views \( \mathcal{R}(\mathcal{V})_{g_0, g_1} \) as the sheaf which takes a test manifold \( X \) to the set of smooth maps \( X \to \mathcal{R}(\mathcal{V})_{g_0, g_1} \)).

**Definition 8.1.9.** Let \( V, g_0, g_1 \) and \( W \) be as above, fix \( h_0 \in \mathcal{R}(\mathcal{V})_{g_0, g_1} \) and a monotone smooth function \( c : \mathbb{R} \to [0, 1] \) with \( c(0) = 0 \) and \( c(1) = 1 \). For \( h_1 \in \mathcal{R}(\mathcal{V})_{g_0, g_1} \), the path
\[ \mathbb{R} \ni s \mapsto \text{ind}(W, (1 - c(s))h + c(s)h_0) \]
defines an element
\[ \text{ind}_{\text{diff}}(h_0)(h) \in (\Omega\text{KO}(C^*(\theta_d))_0)(\ast). \]
The construction generalises to families and defines a map
\[ \text{ind}_{\text{diff}} : \mathcal{R}^+(\mathcal{V})_{g_0, g_1} \to \Omega\text{KO}(C^*(\theta_d))_0 \]
of sheaves, the *index difference* with respect to \( h_0 \). Its homotopy class is independent of the choice of \( c \).

### 8.1.1. The lower index.
A key role for the rest of this section is played by the delooped index map constructed in [Ebe19]. Hence we recapitulate its construction here. Slightly informally, there is a map
\[ \text{ind}_1 : BC_{\theta_d} \to |\text{KO}(C^*(\theta_d))_1|, \]
constructed analytically, which is related to the usual family index map for closed manifolds \( \text{ind}_0 \) by a homotopy-commutative diagram
\[ C_{\theta_d}(\emptyset, \emptyset) \xrightarrow{\text{ind}_0} |\text{KO}(C^*(\theta_d))_0| \]
\[ \Omega BC_{\theta_d} \xrightarrow{\text{ind}_1} \Omega|\text{KO}(C^*(\theta_d))_1|. \]
To implement this rigorously, one has to replace the source of \( \text{ind}_1 \) by a homotopy equivalent space, which is a version of the sheaf \( \mathcal{D}_\emptyset = D_{\theta_d} \) from Definition 3.3.8 but with additional data in order to define \( \text{ind}_1 \). The following is a variant of Definition 3.1 of [Ebe19].

**Definition 8.1.10.** We define the sheaf \( \mathcal{D}_{\emptyset}^{\text{op}} \) by assigning to a test manifold \( X \) the set of all \((W, h, b, x_0, r, C)\), where
1. \( W \in D_{\emptyset}(X) \) (it comes with a fibrewise proper map \( x : W \to \mathbb{R} \)),
2. \( h \) is a fibrewise Riemannian metric on \( W \),
3. \( x_0 : X \to \mathbb{R}, r : X \to (0, \infty) \) and \( b : W \to (0, \infty) \) are smooth functions and
4. \( C : X \to (0, \infty) \) is a continuous function.
(5) Let $\mathfrak{D}_b$ be the Rosenberg–Dirac operator on $W$ which is associated with $b$ and the $\theta$-structure $\ell$ on $W$. We require that the commutator $[b\mathfrak{D}_b, b, x]$ of the Dirac operator weighted with $b$ with multiplication by the function $x$ satisfies the estimate

$$||[b\mathfrak{D}_b b, x]|| \leq C.$$  \hfill (8.1.11)

The superscript $^\text{op}$ stands for “operator”; the logic of this terminology is that the points in $\mathcal{D}_b^{\text{op}}$ are $\theta$-manifolds which are also equipped with Riemannian metrics (and hence Dirac operators). The other data and conditions are to make the definition of $\text{ind}_1$ possible. The space $\mathcal{D}_b^{\text{op}}$ has an obvious structure of a special $\Gamma$-space, similar to that of Definition 6.3.1

**Lemma 8.1.12.** The forgetful map $\mathcal{D}_b^{\text{op}} \to \mathcal{D}_b$ is a weak homotopy equivalence of sheaves and a map of $\Gamma$-spaces.

**Proof.** It is obvious that the map is compatible with the $\Gamma$-space structures, and the proof that it is a weak equivalence is almost the same as that of Lemma 3.2 of [Ebe19]. The data $C, r, x_0$ are not present in loc.cit., but they are clearly a contractible choice and do not affect the proof that the forgetful map is a weak equivalence. \hfill □

Let us now give the construction of $\text{ind}_1 : \mathcal{D}_b^{\text{op}} \to \KO(C^*(\theta_d))_1$. We describe what $\text{ind}_1$ does on the points of $\mathcal{D}_b^{\text{op}}$, and refer to [Ebe19] §3.2 for the parametrised version. Let $x := (W, h, b, x_0, r, C) \in \mathcal{D}_b^{\text{op}}(\ast)$. The canonical $\Cl^{1,1}$-module $S_1$ is given by

$$S_1 = (\mathbb{R}^2, \iota, \varepsilon) := \left(\begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \right).$$

Consider the Hilbert-$\Cl^*$-module $L^2(W; \mathfrak{S}_{\ell} \otimes S_1) \cong L^2(W; \mathfrak{S}_{\ell} \otimes S_1)$ with grading $\eta \otimes \iota$, where $\eta$ is the grading on the bundle $\mathfrak{S}_{\ell}$. We define a $\Cl^{1,0}$-action on $L^2(W; \mathfrak{S}_{\ell} \otimes S_1)$ by

$$e_1 \mapsto \eta \otimes e = \begin{pmatrix} \eta & -\eta \\ \eta & \eta \end{pmatrix}$$

and consider the unbounded operator

$$B := b\mathfrak{D}_b b \otimes 1 + \eta \otimes r(x - x_0) \varepsilon = b\mathfrak{D}_b b + b\mathfrak{D}_b b + r(x - x_0) \begin{pmatrix} \eta & \eta \\ \eta & \eta \end{pmatrix}$$ \hfill (8.1.13)

on $L^2(W; \mathfrak{S}_{\ell} \otimes S_1)$ with initial domain $\Gamma_c(W; \mathfrak{S}_{\ell} \otimes S_1)$. This is formally self-adjoint, $\Cl^{1,0}$-antilinear and odd. The condition (8.1.11) implies that the closure of $B$ is a regular self-adjoint operator, see Lemmas 3.5 and 3.6 of [Ebe19]. From loc.cit., we also collect the formula

$$B^2 = (b\mathfrak{D}_b b)^2 \otimes 1 + r^2(x - x_0)^2 + r[b\mathfrak{D}_b b, x] \eta \otimes \varepsilon.$$ \hfill (8.1.14)

It implies that $B^2 \geq r^2|x - x_0|^2 - rC$ and so $B$ is invertible at infinity and hence a Fredholm operator. For more details of this argument, we refer to Lemma 3.6 of [Ebe19]. We define

$$\text{ind}_1(x) := \left(L^2(W; \mathfrak{S}_{\ell} \otimes S_1), \eta \otimes \iota, \eta \otimes \varepsilon, B \right) \in \KO(C^*(\theta_d))_1(\ast).$$

\footnote{The meaning of this inequality is to be understood as in Theorem 3.40 of [Ebe19]. Namely, for each $s \in \Gamma_c(M; \mathfrak{S}_{\ell})$, we have $\langle B^2 s, s \rangle \geq \langle (r^2|x - x_0|^2 - rC) s, s \rangle$ in the $C^*$-algebra $C^*(\theta_d)$.}
It is clear from the definitions that \( \text{ind}_1 \) is a map of \( \Gamma \)-spaces and hence gives rise to a map of spectra

\[
B^\infty \text{ind}_1 : B^\infty |\mathcal{D}^{\text{op}}| \to B^\infty |KO(C^*(\theta_d))_1|.
\]

Lemma 8.1.12 and the main result of \cite{Ngu17} gives a weak equivalence

\[
B^\infty |\mathcal{D}^{\text{op}}| \simeq (\Sigma MT\theta_d)(-1) = (\Sigma MTS\text{pin}(d) \wedge BG_+)(-1),
\]

and from Corollary 8.1.7 we get a weak equivalence

\[
B^\infty |KO(C^*(\theta_d))_1| \simeq (\Sigma^{1-d}|KO(C^*(G))|)(-1).
\]

Now the Atiyah–Bott–Shapiro orientation gives a spectrum map

\[
\lambda_{-d} : MTS\text{pin}(d) \to \Sigma^{-d}KO
\]

while the Novikov assembly map is a spectrum map

\[
\nu : \Sigma^{-d}KO \wedge BG_+ \to \Sigma^{-d}KO(C^*(G)),
\]

so together they give

\[
\nu \circ (\lambda_{-d} \wedge \text{id}_{BG_+}) : MTS\text{pin}(d) \wedge BG_+ \to \Sigma^{-d}KO(C^*(G)).
\]

The main result of \cite{Ebe19} is a delooped version of the Atiyah–Singer family index theorem which in the case at hand asserts that

\[
\Sigma (\nu \circ (\lambda_{-d} \wedge \text{id}_{BG_+})) \simeq B^\infty \text{ind}_1 : \Sigma MTS\text{pin}(d) \wedge BG_+(-1) \simeq B^\infty |\mathcal{D}^{\text{op}}| \to \Sigma |KO(C^*(\theta_d))_1|.
\]  

\hspace{1cm} (8.1.15)

8.2. The vanishing theorem. Our goal is now to define a delooped version of the index difference, and this subsection contains the heart of the construction. We want to show (that the map (which is really a zig-zag)

\[
\|D^{\text{pasc}, \bullet}_{\theta, \ast}\| \xrightarrow{F} |\mathcal{D}_{\theta}| \xrightarrow{\text{ind}_1} |KO(C^*(\theta_d))_1| \xrightarrow{|\mathcal{D}^{\text{op}}_{\theta, \ast}|} |KO(C^*(\theta_d))_1|
\]

admits a preferred nullhomotopy (which will ultimately stem from the Lichnerowicz–Schrödinger formula). This nullhomotopy will induce a map

\[
\text{Indiff} : P(\theta_d) = \text{hofib}_F \Omega |KO(C^*(\theta_d))_1|
\]

which is a map of \( \Gamma \)-spaces. After restriction to \( B^2\text{rst}(\theta_d)_0 \), identification of the latter space with \( BQ(M) \) (where \( M \) is as in Theorem 6.4.1) and application of \( R^+(0, 1] \times M \text{rst}_{g_0, g_0} \simeq \Omega BQ(M) \), we obtain a map

\[
R^+(0, 1] \times M \text{rst}_{g_0, g_0} \to \Omega^2 |KO(C^*(\theta_d))_1| \simeq \Omega |KO(C^*(\theta_d))_0|
\]

which by construction is an infinite loop map. The proof of Theorem \( F \) will then be completed by showing that this composition is homotopic to \( \text{Indiff}_{d^*+g_0} \). To implement this strategy, we establish in this section a commutative diagram

\[
\begin{array}{ccc}
\|D^{\text{pasc}, \bullet}_{\theta, \ast}\| & \xrightarrow{\sim} & |\mathcal{D}^{\text{pasc}, \ast}_{\theta, \ast}| \xrightarrow{\text{ind}_1} |KO(C^*(\theta_d))_1| \\
\|D_{\theta}| & \xrightarrow{\sim} & |\mathcal{D}^{\ast}_{\theta}| \xrightarrow{\text{ind}_1} |KO(C^*(\theta_d))_1| \\
\end{array}
\]

\hspace{1cm} (8.2.2)

of spaces. Since \( |D(C^*(\theta_d))_1| \) is contractible, this diagram provides the promised nullhomotopy of \( (8.2.1) \). We now give the definitions of the spaces of \( (8.2.2) \). The bottom line was defined in \( \theta_1 \). Recall from Definition 3.3.17 that \( D^\text{pasc}_{\theta, \ast}(\ast) \) is the set of all \((W, a, h)\), where \( W \in D_{\theta}(\ast) \), \( a = (a_0 \leq \ldots \leq a_p) \) are real numbers,
$h$ is a Riemannian metric on $W$ which is cylindrical near each $a_i$ and such that $h|_{W|_{[a_0,a_p]}}$ has positive scalar curvature. The forgetful maps $F_p : D^{\text{psc}}_{\theta,p} \to D_\theta$ given by $(W,a,h) \mapsto W$ form an augmentation map and induce

$$F : ||D^{\text{psc}}_{\theta,p}|| \to |D_\theta|.$$  

Under the weak equivalences $||D^{\text{psc}}_{\theta,p}|| \simeq BP_\theta$ (from (3.3.14) and Lemma 3.3.18) and $|D_\theta| \simeq BC_\theta$ from (3.3.9), the map $F$ corresponds to the forgetful map $BP_\theta \to BC_\theta$.

**Definition 8.2.3.** The sheaf $D^{\text{psc},\text{op}}_{\theta,p}$ assigns to $X$ the set of all $(W,a,\epsilon,h,b,r,C,\kappa)$ such that

(i) $(W,a,h) \in \hat{D}^{\text{psc}}_{\theta,p}(X)$,

(ii) $\epsilon = (\epsilon_0,\ldots,\epsilon_p)$ is a tuple of continuous positive real-valued functions on $X$ with $a_i + \epsilon_i < a_{i+1} - \epsilon_{i+1}$ for all $i = 0,\ldots,p-1$, such that $(W,h)$ is cylindrical over each $[a_i - \epsilon_i,a_i + \epsilon_i]$,

(iii) $b : W \to (0,\infty)$, $r : X \to \mathbb{R}$ are smooth functions and $C,\kappa : X \to (0,\infty)$ are continuous functions such that

$$b|_{W|_{[a_0-a_0,a_p+p]}} \equiv 1,$$

$$||[b\partial b,x]|| \leq C,$$

$$\text{scal}(h|_{W|_{[a_0-a_0,a_p+p]}}) \geq \kappa,$$

$$r \leq \kappa \frac{2q}{8C},$$

$$\epsilon_i^2 r^2 \geq \max\{\kappa, \frac{2q}{\kappa}\}.$$  

The forgetful map

$$D^{\text{psc},\text{op}}_{\theta,p} \to \hat{D}^{\text{psc}}_{\theta,p},$$

$(W,a,\epsilon,h,b,r,C,\kappa) \mapsto (W,a,h)$

is a levelwise weak equivalence by Lemma 8.2.4 below. To define $F^{\text{op}} : ||D^{\text{psc},\text{op}}_{\theta,p}|| \to |D^{\text{op}}_{\theta,p}|$, recall that $||D^{\text{psc},\text{op}}_{\theta,p}||$ is the geometric realisation of the bi-semi-simplicial set

$$(p,q) \mapsto \hat{D}^{\text{psc},\text{op}}_{\theta,p}(\Delta^p_q).$$

We define

$$F^{\text{op}}_{p,q} : \hat{D}^{\text{psc},\text{op}}_{\theta,p}(\Delta^p_q) \times \Delta^p \times \Delta^q \to \hat{D}^{\text{op}}_{\theta,p}(\Delta^q_q) \times \Delta^q$$

$$(W,a,\epsilon,h,b,r,C,\kappa;t;u) \mapsto (W,h,b,\sum_{j=0}^p t_j a_j, r, C; u).$$

This clearly respects the identifications in the geometric realisation and hence defines a map $F^{\text{op}}$ as asserted.

There is an obvious structure of a $\Gamma$-space on $||D^{\text{psc},\text{op}}_{\theta,p}||$, similar to that of Definition 6.3.4 and the equivalence $||D^{\text{psc},\text{op}}_{\theta,p}|| \simeq ||\hat{D}^{\text{psc},\text{op}}_{\theta,p}||$ is compatible with the $\Gamma$-space structures, where that on the latter space is as in Definition 6.3.4.

It is also obvious that the left square of (8.2.2) commutes. What is missing for the construction of (8.2.2) is that the upper leftward map is a weak equivalence (Lemma 8.2.4 below) and that the composition $\text{ind}_1 \circ F^{\text{op}}$ factors through
$|D(C^*(\theta_d))_1|$ (Lemma 8.2.5 below). This is ultimately a consequence of the Lichnerowicz–Schrödinger formula. The definition of $D^\text{psc,\!op}_{\theta,p}$ is tailor-made so that the necessary estimates go through.

**Lemma 8.2.4.** The forgetful map $D^\text{psc,\!op}_{\theta,p} \to \hat{D}^\text{psc}_{\theta,p}$ is a weak equivalence of sheaves for each $p \geq 0$. In particular, it induces a weak equivalence after geometric realisation.

**Proof.** The map in question factors as $D^\text{psc,\!op}_{\theta,p} \xrightarrow{H} D^\text{psc}_{\theta,p} \to \hat{D}^\text{psc}_{\theta,p}$. The second map was shown to be a weak equivalence in Lemma 3.3.18. Hence it is enough to show that the first map $H$, which sends a tuple $(W, a, \epsilon, h, b, r, C, \kappa)$ to $(W, a, \epsilon, h)$, is a weak equivalence. We use the relative surjectivity criterion of Proposition 2.18 of [MW07] to recognise weak equivalences of sheaves. That is, if $A \subset X$ is a closed subset of a test manifold $X$ and $y$ is a germ of $D^\text{psc,\!op}_{\theta,p}$ around $A$, then

$$D^\text{psc,\!op}_{\theta,p}[X, A, y] \to D^\text{psc}_{\theta,p}[X, A, y]$$

is surjective. An element of the target is represented by $x = (W, a, \epsilon, h)$. There is an open neighbourhood $U$ of $A$ such that for each $z \in U$, we have numbers $C_z, \kappa_z, r_z$ and functions $b_z : W_z \to (0, \infty)$, satisfying the relevant conditions, and those depend smoothly on $z$. We have to show that, after applying a concordance of $x$ which is constant on a smaller neighbourhood of $A$, we can extend those functions to all of $X$. Firstly, choose a function $\kappa : U \to (0, \infty)$ which coincides with the given function $\kappa : U \to (0, \infty)$ near $A$, and such that $\kappa_z$ is a lower bound for the scalar curvature of the metric $h_z$ over the interval $[a_0(z), a_p(z)]$. It is clearly possible to find such a function.

Next, choose a function $C : X \to (0, \infty)$ which coincides with the given function $C : U \to (0, \infty)$ near $A$ and such that $C_z \geq \sup_{a_0, a_p, r} \|D_z x\|$. Similarly, we extend the function $r : A \to (0, \infty)$ to a function $r : X \to (0, \infty)$ such that $r \leq \frac{\kappa_z}{C_z}$, again coinciding with the given $r$ near $A$.

Then we define the functions $b_z$ so that $[b_z D_z b_z, x] \leq C_z$ for all $z$. This is possible since this is a convex condition on $b^2$, and very similar to the proof of [Ebc19] Lemma 3.2.

The last (and most substantial) step of the proof is to stretch the collar-like intervals, until they have length $\geq \max\{\sqrt{\frac{\kappa_z}{r}}, \sqrt{\frac{\kappa_z}{r}}\}$. We also change the functions $b$ during the process: just make the region where they are constant 1 larger. The details are very similar to the proof of Lemma 3.3.16.

**Lemma 8.2.5.** The composition $\text{ind}_1 \circ F^\text{op} : \|D^\text{psc,\!op}_{\theta,p}\| \to |\text{KO}(C^*(\theta_d))_1|$ goes into the subspace $|\text{D}(C^*(\theta_d))_1|$. For the proof, we shall need another technical lemma.

**Lemma 8.2.6.** Let $M$ be a manifold and let $B$ be an essentially self-adjoint and regular first order differential operator, linear over a $C^*$-algebra $A$. Assume that $M = U \cup V$ is an open cover and that $\lambda > 0$ is a real number so that

$$\langle B^2 s, s \rangle \geq \lambda \langle s, s \rangle$$

whenever $s \in \text{dom}(B)$ is smooth and has support in either $U$ or $V$. If $(a, b)$ is a square partition of unity subordinate to the open cover $(U, V)$ of $M$ so that $\|B, a\|, \|B, b\| < \frac{\lambda}{2\sqrt{x}}$, then $B$ is invertible.

\[\text{12that is, } a^2 + b^2 = 1.\]
Proof. Let \( c := \max\{\|B, a\|, \|B, b\|\} \). For \( s \in \text{dom}(B) \), we compute
\[
\langle B^2, s \rangle = \langle dB_s, dB_s \rangle + \langle bBs, bBs \rangle \\
= \langle [a, B], [a, B]s \rangle + \langle b, B, [a, B], s \rangle + \langle b, B, [a, B]s, Bbs \rangle \\
+ \langle Bbs, [a, B]s \rangle + \langle Bbs, Bbs \rangle + \langle Bs, Bs \rangle + \langle Bs, Bbs \rangle \\
\geq \lambda \|as, as\| + \lambda \|bs, bs\| - 2c\|\|B\|\|s\|\|Bs\| \\
\geq \lambda \|s, s\| - 2c\|\|B\|\|s\| + \lambda \|B\|\|s\| + \|Bs\| + \|bs\| + \|Bs\| \\
\geq \lambda \|s, s\| - 4c^2\|s\|^2 - 4c\|\|Bs\| \\
\]
(the inequalities are inequalities of self-adjoint element of \( A \)). Together with the general inequality \( \|Bs\|^2 \geq \langle Bs, Bs \rangle \), this shows that
\[
\left(\|Bs\|^2 + 2c\|s\|\right)^2 \geq \lambda \|s, s\| \in A,
\]
hence
\[
\|Bs\| + 2c\|s\| \geq \|\sqrt{\lambda}||s|| \in \mathbb{R}
\]
or
\[
\|Bs\| \geq (\sqrt{\lambda} - 2c)||s||.
\]
This implies invertibility by an argument which is given e.g. in the proof of [EB16 Proposition 1.21].

Proof of Lemma 8.2.3. We have to prove that if
\[
x = (W, a, c, h, b, r, C, \kappa, t) \in \mathcal{D}_{p, p}^{\text{op}}(X) \times \Delta^p,
\]
then the operator family over \( X \)
\[
B = b\mathcal{D}_h b \otimes 1 + \eta \otimes r(x - x_0)\epsilon
\]
defined in (8.1.13) is invertible, where \( x_0 = \sum_{i=0}^p t_ia_i \). Once this is proven, we plug in the test manifolds \( \Delta^p \) and obtain the claim, by the definition of \( F^{\text{op}} \). For the proof, we consider the case \( X = * \) first. Formula (8.1.14) shows that
\[
B^2 \geq (b\mathcal{D}_h b)^2 \otimes 1 + r^2(x - x_0)^2 - rC.
\]
We will prove the estimates
\[
(b\mathcal{D}_h b)^2 \otimes 1 + r^2(x - x_0)^2 - rC \geq \frac{\kappa}{8},
\]
separately over the open subsets \( W_{|a_0, \cdots, a_p + \epsilon|} \) and \( W_{|a_0, \cdots, a_p + \epsilon|} \). Since there is a square partition of unity \( (a, b) \) subordinate to this open cover with \( \|B, a\|, \|B, b\| < \frac{1}{2} \sqrt{\frac{\kappa}{4}} \), Lemma 8.2.6 will finish the proof. Over \( W_{|a_0, \cdots, a_p + \epsilon|} \), the scalar curvature of \( h \) is bounded from below by \( \kappa \) and \( \epsilon \equiv 1 \). Therefore, over \( W_{|a_0, \cdots, a_p + \epsilon|} \), we have
\[
B^2 \geq \frac{\kappa}{4} - Cr \geq \frac{\kappa}{4} - \frac{\kappa}{8}
\]
by the Lichnerowicz–Schrödinger formula and by the condition \( r \leq \frac{\sqrt{\kappa}}{8} \), which is required in the definition of \( \mathcal{D}_{p, p}^{\text{op}} \). Over \( W_{|a_0, \cdots, a_p + \epsilon|} \), we can merely infer that
\[
B^2 \geq (b\mathcal{D}_h b)^2 \otimes 1 + r^2(x - x_0)^2 - rC \geq r^2(x - x_0)^2 - rC.
\]
But the point \( x_0 \in \mathbb{R} \) is the convex combination \( \sum_{j=0}^p u_i a_i \), and hence it lies in the interval \( [a_0, a_p] \). It follows that
\[
(x - x_0)^2 \geq \min\left(\frac{\epsilon_0}{2}, \frac{\epsilon_p}{2}\right)^2 \geq \frac{\kappa}{4r^2}.
\]
over \(W |_{\mathbb{R} \setminus [a_0 - \frac{\alpha_0}{2}, a_0 + \frac{\alpha_0}{2}]} \) and so we have

\[
B^2 \geq \frac{\kappa}{4} - rC \geq \frac{\kappa}{8}
\]

over \(W |_{\mathbb{R} \setminus [a_0 - \frac{\alpha_0}{2}, a_0 + \frac{\alpha_0}{2}]} \). This finishes the proof in the case \(X = \ast \). For the general case, note that the proof of Lemma 8.2.6 provides a locally uniform (in \(X \)) positive lower bound for \(B^2 \), which suffices for invertibility. \(\square\)

At this point, the construction of the diagram (8.2.2) is complete.

8.3. The delooped index difference. We now use the diagram (8.2.2) which we established in the previous section to define the delooped index difference, and we shall do this in two ways. Recall from Definition 6.3.7 that the very special \(\Gamma\)-space \(P(\theta_d)\) was defined as the homotopy fibre of the forgetful map \(\|D^{\text{psc}}_{\theta_d, \ast}\| \rightarrow |D_{\theta_d}|\) at the base-point \(\emptyset \in |D_{\theta_d}|\).

Definition 8.3.1. We define \(\text{Inddiff}_{\theta_d}\) as the zig-zag

\[
P(\theta_d) = \text{hofib}_0(F) \leftarrow \text{hofib}_0(F^{\text{op}}) \rightarrow \Omega|KO(C^*(\theta_d))_1|.
\]

where the second map is induced by the right half of diagram (8.2.2).

In the above definition, we have identified the homotopy fibre of the inclusion map \(\text{inc} : |D(C^*(\theta_d))_1| \rightarrow |KO(C^*(\theta_d))_1|\) over the base-point up to homotopy with the loop space (taken at the generalised base-point). The map \(\text{Inddiff}_{\theta_d}\) is a (homotopy class of) maps of very special \(\Gamma\)-spaces, and restricts to a map

\[
\text{Inddiff}^{2,\text{rst}}_{\theta_d,0} : P^{2,\text{rst}}(\theta_d)_0 \rightarrow \Omega|KO(C^*(\theta_d))_1|.
\]

In particular, both \(\text{Inddiff}_{\theta_d}\) and \(\text{Inddiff}^{2,\text{rst}}_{\theta_d,0}\) are infinite loop maps. The drawback of this construction is that it does not refer to any particular manifold or psc metric (and the name “Inddiff” is therefore a bit of a red herring). To get a more sensitive invariant, let us first deal with some formalities.

Definition 8.3.2. Let

\[
\begin{array}{ccc}
X & \xrightarrow{g} & D \\
| & f \searrow & \downarrow j \\
Y & \xleftarrow{i} & K
\end{array}
\]

be a commutative diagram of spaces where \(D\) is contractible and \(j\) is an inclusion. Let \(X_0 \subset X\) and \(Y_0 \subset Y\) be generalised base-points such that \(f(X_0) \subset Y_0\) (note that \(i(Y_0) \subset D\) follows automatically). The transgression of \(i\) at \(Y_0\) is the map \(\text{trg}_{Y_0}(i) : \text{hofib}_{Y_0}(f) \rightarrow \text{hofib}_D(j) \simeq \Omega K\) which is induced by the above diagram. Let \(X_1, Y_1\) be another choice of generalised base-points, with \(f(X_1) \subset Y_1\) and let \(\gamma : [0, 1] \rightarrow Y\) be a path with \(\gamma(i) \in Y_i\), for \(i = 0, 1\). We denote by

\[
\tau_\gamma : \text{hofib}_{Y_0}(f) \longrightarrow \text{hofib}_{Y_1}(f)
\]

the map given by concatenation with \(\gamma\).

The following simple observation crucial for us:
Lemma 8.3.3. In the situation of Definition 8.3.2, assume furthermore that the path $\gamma$ can be lifted to a path $\delta$ in $X$ with $\delta(i) \in X_i$. Then

$$\text{tr}_{Y_i}(i) \circ \tau_y \sim \text{tr}_{Y_0}(i) : h_{\tau_0}(f) \mapsto \Omega K.$$

From now on, let $M$ be a closed $(d-1)$-dimensional $\theta$-manifold, let $g_0 \in \mathcal{R}^+(M)$ and let $h_0 = dx^2 + g_0$ be the product metric. Our goal is to extract from (8.2.2) a map $\text{tr}_{Y_i}(i) \circ \tau_y$$

$$B(\text{indiff}_{h_0}) : BQ(M) \longrightarrow \Omega|KO(C^\ast(\theta_d))|_1 \simeq |KO(C^\ast(\theta_d))_0|,$$

where $BQ(M)$ is the classifying space of the concordance category from Definition 8.1.1.

In order to give the construction in a way that enables us to compare $B(\text{indiff}_{h_0})$, we need to specify generalised base-points in all spaces of (8.2.2) (except for spaces of the right column, where we pick $|D(C^\ast(\theta_d))_1|$). This has to be done with some care.

Definition 8.3.4. Let $M$ be a closed $(d-1)$-manifold $M \subset \mathbb{R}^\infty$ equipped with a $\theta_M$-structure $\ell_M$. We equip $\mathbb{R} \times M$ with the product $\theta$-structure $\ell_{\mathbb{R} \times M}$. Let furthermore $g_0 \in \mathcal{R}^+(M)$ and let $h_0 := dx^2 + g_0$ be the product metric on $\mathbb{R} \times M$. Let

$$\kappa_0 := \inf(\text{scal}(g_0)) = \inf(\text{scal}(h_0)) > 0 \quad \text{and} \quad r_0 := \frac{\kappa_0}{8}.$$

(i) We define

$$\mathcal{Y}(M) := (\mathbb{R} \times M, \ell_{\mathbb{R} \times M}) \in \mathcal{D}_\theta(\ast) \subset |\mathcal{D}_\theta|,$$

(ii) We define the subsheaf $\mathcal{Y}(M, g_0) \subset \mathcal{D}_\theta^{op}$ which assigns to $X$ the set of all section which after restriction to each point of $X$ are of the form $(\mathbb{R} \times M, h, b, x_0, r, C)$ with

$$rC \leq \frac{\kappa_0}{8}, \quad h|_{l(x_0-l, x_0+l]} = h_0 \quad \text{and} \quad b|_{l(x_0-l, x_0+l]} = 1,$$

where $l := \max\{\frac{\sqrt{\kappa_0}}{r}, \sqrt{\frac{\kappa_0}{2r}}\}$. The sheaf $\mathcal{Y}(M, g_0)$ is contractible. A contraction onto the point

$$\mathfrak{x}(M, g_0) := (\mathbb{R} \times M, h_0, 1, 0, r_0, 1) \in \mathcal{D}_\theta^{op}(\ast)$$

can be given as follows. Make the strip where $h$ is cylindrical and $b = 1$ longer until $h = h_0$ and $b = 1$. Then shrink $C$ down to 1 and finally adjust $r$ until it is equal to $r_0$. The inclusion $|\mathcal{Y}(M, g_0)| \rightarrow |\mathcal{D}_\theta^{op}|$ can be lifted through $||\mathcal{D}_\theta^{op, \ast}||$. Therefore Lemma 8.2.5 implies that $\text{ind}_1(\mathcal{Y}(M, g_0)) \subset D(C^\ast(\theta_d))_1$.

(iii) We define $\mathcal{X}(M, g_0) \subset \mathcal{D}_\theta^{op, \ast}$ as the subsheaf of section which after restriction to points are of the form $(\mathbb{R} \times M, a, c, h, b, r, C, \kappa)$, such that in addition to the conditions required for $\mathcal{D}_\theta^{op, \ast}$, we require

$$h|_{[a-c, a+c]} \equiv h_0, \quad \kappa \leq \kappa_0, \quad \text{and} \quad \epsilon^2 r^2 \geq \kappa_0.$$

A stretching argument, analogous to that proving the contractibility of $\mathcal{Y}(M, g_0)$, shows that $\mathcal{X}(M, g_0)$ is contractible. This defines a generalised base-point $|\mathcal{X}(M, g_0)| \subset |\mathcal{D}_\theta^{op, \ast}| \subset ||\mathcal{D}_\theta^{op, \ast}||$. 

\[13\] To ease notation, we will always use $|D(A)_n| \subset |KO(A)_n|$ as a generalised base-point, and abbreviate $\Omega|KO(A)_n| := \Omega|D(A)_n||KO(A)_n|$. 
Definition 8.3.5. We define $Q_p(M) := F_p^{-1}(y(M)) \subset \hat{D}^\text{pasc}_{0,p}$. In other words, $Q_p(M, g_0)(*)$ is the set of all $(h, a)$, where $h$ is a Riemannian metric on $\mathbb{R} \times M$ and $a_0 \leq \ldots \leq a_p$ are real numbers, such that $h$ is cylindrical near $a_i$ for each $i$, and $h|_{[a_0, a_p] \times M}$ has positive scalar curvature. The sheaf $Q_p(M)$ is the sheaf of $p$-simplices of a semi-simplicial sheaf $Q_\bullet(M)$.

(The difference to the nerve of the concordance category as defined in (4.1.3) is that here we require that the Riemannian metrics are defined over all of $\mathbb{R} \times M$.) Clearly $\|Q_\bullet(M)\|$ is homotopy equivalent to $BQ(M)$. The sheaf $\mathcal{Z}(M, g_0)$ is contained in $Q_0(M)$ and so defines a generalised base-point $|\mathcal{Z}(M, g_0)| \subset \|Q_\bullet(M)\|$.

The usual map from geometric to homotopy fibres yields

$$\beta : \|Q_\bullet(M)\| \longrightarrow \text{hofib}_y(M)(F).$$

Definition 8.3.6. Let $M$, $g_0$ and $h_0$ be as above. The delooped index difference at $h_0$ is the homotopy class of maps

$$B(\text{ind} \text{diff}_{h_0}) : \|Q_\bullet(M)\| \longrightarrow \Omega^1 \text{KO}(C^*(\theta_d))_1$$

given as the composition

$$\|Q_\bullet(M)\| \xrightarrow{\beta} \text{hofib}_y(M)(F) \xrightarrow{\sim} \text{hofib}_y(M, g_0)(F^{\text{op}}) \xrightarrow{\text{trg}(\mathcal{Z}(M,g_0)(\text{ind} 1))} \Omega^1 \text{KO}(C^*(\theta_d))_1.$$ 

We want to compare the delooped index difference with the ordinary index difference and shall do this in two ways. Firstly, we want to compute the composition of $\Omega B(\text{ind} \text{diff}_{h_0})$ with the tautological map $R^+([0, 1] \times M)_{g_0, g_0} \rightarrow \Omega BQ(M) \simeq \Omega_1 \mathcal{Z}(M, g_0) || Q_\bullet(M)||$. To this end, we need a version of the tautological map that is better adapted to that goal. There is a map $\psi_0 : R^+([0, 1] \times M)_{g_0, g_0} \rightarrow Q_1(M)$ of sheaves, which sends $h$ to the tuple $(h, 0, 1)$. We obtain a map

$$\psi^\text{ad} : |R^+([0, 1] \times M)_{g_0, g_0}| \times \Delta^1 \longrightarrow |Q_1(M)| \times \Delta^1 \longrightarrow \|Q_\bullet(M)\||$$

(8.3.7)

by composition with the quotient map.

The map (8.3.7) sends $|R^+([0, 1] \times M)| \times \partial \Delta^1$ to $|\mathcal{Z}(M, g_0)|$, and hence by adjunction we obtain a map

$$\psi : |R^+([0, 1] \times M)_{g_0, g_0}| \longrightarrow \Omega_1 |\mathcal{Z}(M, g_0)|| \|Q_\bullet(M)||.$$

(8.3.8)

Theorem 8.3.9. The composition

$$|R^+([0, 1] \times M)_{g_0, g_0}| \xrightarrow{\psi} \Omega_1 |\mathcal{Z}(M, g_0)|| \|Q_\bullet(M)|| \xrightarrow{\Omega B(\text{ind} \text{diff}_{h_0})} \Omega^2 \text{KO}(C^*(\theta_d))_1$$

is homotopic to

$$|R^+([0, 1] \times M)_{g_0, g_0}| \xrightarrow{\text{ind} \text{diff}_{h_0}} \Omega_1 \text{KO}(C^*(\theta_d))_0 \xrightarrow{\text{bott}} \Omega^2 \text{KO}(C^*(\theta_d))_1.$$
The proof of Theorem 8.3.9 is by an explicit, but cumbersome computation and is deferred to [8.6]. Theorem 8.3.9 is the main ingredient for the proof of Theorem 8.6.

There is another comparison of $B(\text{inddiff}_{h_0})$ with an ordinary index difference, which is not directly relevant for our purposes, but which we state (and prove in §F.8.6) for sake of completeness. Namely, we wish to compare $B(\text{inddiff}_{h_0})$ with

$$\text{inddiff}_{g_0} : |\mathcal{R}^+(M)| \longrightarrow \Omega KO(C^*(\theta_d-1))_0 \simeq \Omega KO(C^*(\theta_d))_1.$$  

To this end, let $\varphi : \mathcal{R}^+(M) \to \mathcal{Q}_0(M)$ be the map of sheaves that sends $g \in \mathcal{R}^+(M)(*)$ to the point $(\mathbb{R} \times M, dx^2 + g, 0) \in \mathcal{Q}_0(M)(*)$. It induces

$$|\varphi| : |\mathcal{R}^+(M)| \longrightarrow |\mathcal{Q}_0(M)| \subset |\mathcal{Q}_\bullet(M)|.$$

**Theorem 8.3.10.** The composition

$$|\mathcal{R}^+(M)| \xrightarrow{\varphi} |\mathcal{Q}_\bullet(M)| \xrightarrow{(-1)^{d-1}B(\text{inddiff}_{h_0})} \Omega KO(C^*(\theta_d))_1 \quad (8.3.11)$$

is homotopic to

$$|\mathcal{R}^+(M)| \xrightarrow{\text{inddiff}_{g_0}} \Omega KO(C^*(\theta_d-1))_0 \xrightarrow{\text{morita}} \Omega KO(C^*(\theta_d))_1.$$  

Again, the proof is by a lengthy computation which is carried out in [8.6].

### 8.4. The index difference map is an infinite loop map.

We can now give the proof of Theorem 8.3.9 assuming Theorem 8.3.9 and immediately jump into the proof. The first step is to prove that $B(\text{inddiff}_{h_0})$ is well-behaved with respect to changing base-points. More precisely, let $(W, h) : \emptyset \to (M, g_0)$ be a $\text{psc-}\theta_d$-cobordism. This defines a path $\gamma_{(W, h)} : (M, g_0) \to \emptyset$ in $B\mathcal{P}_d$, or alternatively a path

$$\gamma_{(W, h)} : [0, 1] \longrightarrow \|\mathcal{D}_{\theta_d}^\text{op}\|$$

which begins in the generalised base-point $|\mathcal{Z}(M, g_0)|$ and ends in the generalised base-point $|\mathcal{Z}(\emptyset)|$ which we defined in 8.3.4. Since the forgetful map $\|\mathcal{D}_{\theta_d}^\text{op}\| \to \|\mathcal{D}_{\theta_d}^\text{op}\|$ is a weak homotopy equivalence by Lemma 8.2.4, we can lift $\gamma_{(W, h)}$ to a path

$$\gamma''_{(W, h)} : [0, 1] \longrightarrow \|\mathcal{D}_{\theta_d}^\text{op}\|$$

from the generalised base-point $|\mathcal{X}(M, g_0)|$ to $|\mathcal{X}(\emptyset)|$. Lemma 8.3.3 now shows that

$$\text{hofib}_{\gamma_{(W, h)}}(F) \xleftarrow{\simeq} \text{hofib}_{\gamma_{(W, h)}}(F_{\text{top}}) \xrightarrow{\text{TR}_{\gamma_{(W, h)}}(\text{ind}_1)} \Omega KO(C^*(\theta_d))_1$$

$$\text{hofib}_{\gamma''_{(W, h)}}(F) \xleftarrow{\simeq} \text{hofib}_{\gamma''_{(W, h)}}(F_{\text{top}}) \xrightarrow{\text{TR}_{\gamma''_{(W, h)}}(\text{ind}_1)} \Omega KO(C^*(\theta_d))_1 \quad (8.4.1)$$

commutes up to homotopy. The composition from $\text{hofib}_{\gamma''_{(W, h)}}(F)$ to $\Omega KO(C^*(\theta_d))_1$ can be identified with $\text{Inddiff}_{h_0}$, by definition. When composed with the map $\beta : |\mathcal{Q}_\bullet(M)| \to \text{hofib}_{\gamma_{(W, h)}}(F)$, the upper composition agrees with $B(\text{inddiff}_{h_0})$, again by definition. Let us summarise the result of this discussion.

**Lemma 8.4.2.** With all the above notations in place, the maps

$$B(\text{inddiff}_{h_0}), \text{Inddiff}_{h_0} \circ \tau_{F^0 \circ \gamma''_{(W, h)}} \circ \beta : |\mathcal{Q}_\bullet(M)| \longrightarrow \Omega KO(C^*(\theta_d))_1$$

are homotopic. □
Let us next recall the hypotheses of Theorem F (which are identical to those of Theorem 6.4.1). Besides of what we already stated, they are

(i) $M$ is an object of $C^2_{\theta,d}$ (that is, the map $M \to BG$ is 2-connected),
(ii) $W$ is a morphism of $C^2_{\theta,d}$ (that is, $M \to W$ is 2-connected), and
(iii) $h \in \mathcal{R}^+(W,g_0)$ is right-stable.

We now replace in (8.4.1) the space $|\check{D}^{|\text{psc}}_{\theta,d}|$ by $BP_{\theta,d}$ and $|D_{\theta,d}|$ by $BC_{\theta,d}$, resolve the zig-zags, and restrict to the base-point components $(BP^{{\text{indiff},d}}_{\theta,d})^0$, $(BC^{{\text{indiff},d}}_{\theta,d})^0$, respectively, of the classifying spaces of the relevant subcategories of the cobordism categories. We arrive at the following homotopy commutative diagram

\[
\begin{array}{ccc}
(BQ(M)^{\text{rst}})^0 & \xrightarrow{\beta} & (\text{hofib}_M BF^2,\text{rst})^0 \\
\Lambda(\gamma) \quad \simeq & \downarrow & \Omega KO(C^*(\theta)_d)_1 \\
(\text{hofib}_\theta BF^2,\text{rst})^0 & \xrightarrow{\text{indiff}_{\theta},0} & \\
\end{array}
\]

Here $\Lambda(\gamma)$ is the fibre transport along the path $\gamma$ in $BC^2_{\theta,d}$ given by $W$ (and the condition that $(W,h)$ is a morphism in $P^{{\text{indiff},d}}_{\theta,d}$). During the proof of Theorem 6.4.1, we defined the infinite loop space structure on $(BQ(M)^{\text{rst}})^0$ so that the weak equivalence $\Lambda(\gamma) \circ \beta$ is an infinite loop map. Therefore, we conclude:

**Corollary 8.4.4.** The map $B(\text{indiff},h_0) : (BQ(M)^{\text{rst}})^0 \to \Omega|KO(C^*(\theta)_d)|_1$ is an infinite loop map.

However, the infinite loop space structure on $\mathcal{R}^+([0,1] \times M)^{\text{rst}}_{\theta,d}$ was constructed in such a way that the weak equivalence $\mathcal{R}^+([0,1] \times M)^{\text{rst}}_{\theta,d} \to \Omega(BQ(M)^{\text{rst}})^0$ is an infinite loop map by definition. To finish the proof of Theorem F, invoke Theorem 8.3.9.

8.5. Another proof of the detection theorem for the index difference.

In this section, we apply the theory developed in this section to give a delooped versions of Theorem B of [BERW17] and Theorem A of [ERW19a].

**Theorem 8.5.1.** Let $d \geq 6$ and let $G$ be a finitely presented group. Define $\theta : B\text{Spin}(d) \times BG \to BO(d)$. Then there is a map of spectra

\[
\Xi : (MTSpin(d) \wedge BG_+)(-1) \longrightarrow B^\infty \text{P}^2,\text{rst}(\theta)_0
\]

such that the compositions

\[
B^\infty(\text{Indiff}_{\theta,0}^2) \circ \Xi : (MTSpin(d) \wedge BG_+)(-1) \longrightarrow \Sigma^{-d} KO(C^*(G))
\]

and

\[
\mu : (MTSpin(d) \wedge BG_+)(-1) \xrightarrow{\lambda-d \wedge id_{BG_+}} \Sigma^{-d} KO \wedge BG_+ \xrightarrow{\nu} \Sigma^{-d} KO(C^*(G))
\]

are homotopic.

Before we prove this result, let us show how it leads to a detection result for the index difference, along the lines of the main results of [BERW17] and [ERW19a]. Let $(M,g_0)$ be an object of $P^2_{\theta,\text{rst}}$ and assume that there is a nullbordism $(W,h_0) : \theta \rightsquigarrow \bullet$.
\((M, g_0)\) in \(P^2, \text{rst}\). After taking infinite loop spaces \(\Omega^{\infty+1}\), using the identification \(\Omega^{\infty+1} \mathcal{B} \mathcal{P}^2, \text{rst} (\theta)_0 \simeq \mathcal{R}^+ ([0, 1] \times M)_{g_0, g_0}\) from Theorem 6.4.1 and (8.4.3), we obtain a map

\[
\Omega^{\infty+1} \text{MTSpin}(d) \wedge \mathcal{B} \mathcal{G}_+ \to \mathcal{R}^+ ([0, 1] \times M)_{g_0, g_0}
\]

such that the composition with \(\text{inndiff}_{\text{op}^{2, g_0}}\) is the same as \(\Omega^{\infty+1} \mu\). This is a little stronger than Theorem A of [ERW19a], since it applies to odd-dimensional manifolds as well, and since it maps to right stable metrics. By exactly the same arguments as at the end of §5.8 of [ERW19a], one gets Theorem A of that paper, now for all dimensions \(d \geq 6\).

**Proof.** From the homotopy commutative diagram of very special \(\Gamma\)-spaces

\[
\begin{array}{ccc}
P^2, \text{rst} (\theta)_0 & \xrightarrow{\text{Indiff}^2_{\theta, 0}} & \Omega \mathcal{K} \mathcal{O}(C^* (\theta_d))_1 \\
\downarrow & & \downarrow \\
(\mathcal{B} P^2)_{\theta, 0} & \xrightarrow{\text{ind}_1} & \mathcal{D} (C^* (\theta_d))_1 \\
\downarrow & & \downarrow \\
(\mathcal{B} G)_{\theta} & \xrightarrow{\text{ind}_1} & \mathcal{K} \mathcal{O}(C^* (\theta_d))_1
\end{array}
\]

whose columns are fibre sequences, we get a diagram of spectra

\[
\begin{array}{ccc}
\mathcal{B} \mathcal{P}^2, \text{rst} (\theta)_0 & \xrightarrow{\text{B} \mathcal{P}^2, \text{rst} (\theta)_0} & \Sigma^{-d} \mathcal{K} \mathcal{O}(C^*(G)) \\
\downarrow & & \downarrow \\
\mathcal{B} \mathcal{P}^2, \text{rst} (\theta)_{\theta} & \xrightarrow{\text{B} \mathcal{P}^2, \text{rst} (\theta)_{\theta}} & \Sigma^{-d} \mathcal{K} \mathcal{O}(C^*(G)) \\
\downarrow & & \downarrow \\
\Sigma \text{MTSpin}(d) \wedge \mathcal{B} \mathcal{G}_+ (-1) & \xrightarrow{\Sigma^{-1} \text{B} \mathcal{P}^2, \text{rst} (\theta)} & \Sigma^{-d} \mathcal{K} \mathcal{O}(C^*(G)) \\
\downarrow & & \downarrow \\
\mathcal{B} \mathcal{P}^2, \text{rst} (\theta)_0 & \xrightarrow{\text{B} \mathcal{P}^2, \text{rst} (\theta)_0} & \\
\end{array}
\]

with columns fibre sequences. By the Puppe sequence, it yields a homotopy commutative

\[
\begin{array}{ccc}
\text{MTSpin}(d) \wedge \mathcal{B} \mathcal{G}_+ (-1) & \xrightarrow{\text{B} \mathcal{P}^2, \text{rst} (\theta)} & \Sigma^{-d} \mathcal{K} \mathcal{O}(C^*(G)) \\
\end{array}
\]

From 8.1.15 we get that the upper horizontal arrow is homotopic to \(\mu\), as asserted. \(\square\)

**8.6. Proof of the comparison theorems.** We now give the proofs of Theorems 8.3.9 and 8.3.10 (in this order). The proof of Theorem 8.3.9 is structured in two steps, which are stated as Lemma 8.6.1 and 8.6.3 below.

At this point, the reader should recall the notations from Definition 8.3.4 and the definition of the map \(\psi\) from 8.3.8.
Lemma 8.6.1. The composition $\Omega B(\text{inddiff}_{h_0}) \circ \psi$ is homotopic to the map induced by the map of sheaves

$$\phi : R^+([0,1] \times M)_{g_0,g_0} \to \Omega^2 KO(C^*(\theta_d))_1$$

which is defined on points as follows. For $h \in R^+([0,1] \times M)_{g_0,g_0}$, put

$$\kappa := \inf \text{scal}(h) \in (0,\kappa_0];$$

$$C := \sup_{s \in [0,1]} \|[\mathcal{H}(1-s)h + s_{h_0},x]\| \in [1,\infty);$$

$$r := \frac{\kappa}{8C} \leq \frac{\kappa_0}{8} = r_0;$$

$$\epsilon = (\epsilon_0, \epsilon_1);$$

$$\epsilon_i := \max\{\frac{\sqrt{\kappa_0}}{r}, \frac{g_9}{\kappa}\}$$

and

$$a = (a_0,a_1);$$

$$a_0 := -\epsilon_0, a_1 := 1 + \epsilon_1.$$ 

Further, we choose monotone smooth functions $c, d : [0,1] \to [0,1]$ such that $c(0) = d(0) = 0$, $c(1) = d(1) = 1$ and $c(\frac{1}{2}) = 1$, $d(\frac{1}{2}) = 0$, and define

$$r(s) := (1-d(s))r + d(s)r_0 \in [r,r_0].$$

Now let $\phi(h) \in \Omega^2 KO(C^*(\theta_d))(\ast)$ be given by the continuous field of Hilbert-$C^*(\theta_d)$-modules on $R^2$ with fibres $L^2(\mathbb{R} \times M, \mathcal{H}),$ obvious grading and $C^{1,0}$-structure, and operator family given by the formula

$$\mathcal{D}(1-s)h + s_{h_0} \otimes 1 + (1-d(s))r + d(s)r_0 \otimes (x-(1-d(s))(1-t)a_0 + ta_1)) \xi \otimes \epsilon \quad (8.6.2)$$

(it is easy to check that this is invertible for $|s| + |t|$ large, so indeed defines a point of $\Omega^2 KO(C^*(\theta_d)).$)

Lemma 8.6.3. The sheaf map defined in Lemma 8.6.1 is naturally concordant to the map induced by the map of sheaf which defines $(- \text{bott}) \circ \text{inddiff}_{h_0}.$

Proof of Lemma 8.6.1. The main point of the proof is to resolve the zig-zag implicit in the definition of $B(\text{inddiff}_{h_0}).$ In other words, we construct a diagram

$$\begin{array}{cccc}
|R^+([0,1] \times M)_{g_0,g_0}| \times \Delta^1 & \psi_0 \times \text{id} \\
|Q_1(M)| \times \Delta^1 & \psi_{1}^{ad} \\
\|Q_\ast(M)|| & \beta \\
\text{hofib}_{Y(M)}(F) & \text{hofib}_{Y(M,g_0)}(F^{op})
\end{array} \quad (8.6.4)$$

The subspace $|R^+([0,1] \times M)_{g_0,g_0}| \times \partial \Delta^1$ of the source is mapped to the base-point spaces under all maps. The diagram will commute up to homotopy as a diagram of maps of space pairs.

The vertical composition in (8.6.4) is the adjoint of $(\Omega \beta) \circ \psi.$ It sends $(h,v,u) \in R^+([0,1] \times M)_{g_0,g_0}(\Delta^1_E) \times \Delta^0 \times \Delta^1$ to the point $(\mathbb{R} \times M, 0,1,h,v,u) \in D_{g_0}^{\text{disc}}(\Delta^1_E) \times \Delta^0 \times \Delta^1 \subset \|D_{g_0}^{\text{disc}}\|$, together with the constant path at $y(M)$ in $|D_0|$. Once we
construct $\psi_1^{ad}$ and prove that $[8.6.4]$ commutes up to homotopy, we obtain the adjoint diagram

$$
\begin{array}{ccc}
|\mathcal{R}^+([0,1] \times M)_{g_0,g_0}| & \xrightarrow{\psi_1} & \Omega \operatorname{hofib}_Y(M)(F) \\
(\Omega\beta) \circ \psi & \downarrow & \downarrow \\
\Omega \operatorname{hofib}_Y(M)(F) & \xleftarrow{\psi_1} & \Omega \operatorname{hofib}_{Y(M,g_0)}(F^{op})
\end{array}
$$

and then verify that $\operatorname{trg}(\operatorname{ind})_1(M,g_0) \circ \psi_1$ is induced from the sheaf map $\phi$, which completes the proof.

To define $\psi_1^{ad}$, we consider $(h,v,u) \in \mathcal{R}^+([0,1] \times M)_{g_0,g_0}((\Delta^p) \times \Delta^p \times \Delta^1)$ and define

$$(\psi_1^{ad})_0(h,v,u) := \left( \mathbb{R} \times M, a, c, h, 1, r, C, \kappa, v, u \right) \in \mathcal{D}^{\text{pesc.} \text{op}}_{\theta,1}(\Delta^p) \times \Delta^p \times \Delta^1 \subset \| \mathcal{D}^{\text{pesc.} \text{op}}_{\theta,1} \|.
$$

Under $F^{op}$, this is mapped to

$$(\mathbb{R} \times M, h, 1, u_0a_0 + u_1a_1, r, C, v) \in \mathcal{D}^{op}_{\theta}(\Delta^p) \times \Delta^p \subset \| \mathcal{D}^{op}_{\theta} \|.$$ 

The path $(\psi_1^{ad})_0(h,v,u) : [0,1] \to \| \mathcal{D}^{op}_{\theta} \|$ given by

$$s \mapsto \left( \mathbb{R} \times M, (1-c(s))h + c(s)h_0, 1, (1-d(s))(u_0a_0 + u_1a_1), r(s), C(s), v \right) \in \| \mathcal{D}^{op}_{\theta} \|
$$

(work $C(s) := (1-d(s))C + d(s)$) connects this to

$$\left( \mathbb{R} \times M, h_0, 1, r_0, 1, v \right) \sim x(M,g_0) \in \| \mathcal{D}^{op}_{\theta} \|.
$$

Hence $\psi^{ad} := ((\psi_1^{ad})_0, (\psi_1^{ad})_1)$ is a map $|\mathcal{R}^+([0,1] \times M)_{g_0,g_0}| \times \Delta^1 \to \operatorname{hofib}_Y(M,g_0)(F^{op})$ of space pairs.

To check that $[8.6.4]$ is homotopy commutative, we trace the fate of $(h,v,u) \in \mathcal{R}^+([0,1] \times M)_{g_0,g_0}((\Delta^p) \times \Delta^p \times \Delta^1)$ under the composition of $\psi_1^{ad}$ with the map $\operatorname{hofib}_Y(M,g_0)(F^{op}) \to \operatorname{hofib}_Y(M)(F)$. The image is the point

$$\left( \mathbb{R} \times M, a, h, v \right) \in \mathcal{D}^{\text{pesc.} \text{op}}_{\theta,1}(\Delta^p) \times \Delta^p \times \Delta^1 \subset \| \mathcal{D}^{\text{pesc.} \text{op}}_{\theta,1} \|,
$$

together with the constant path at the base-point $\gamma(M) \in \mathcal{D}_\theta$. This is almost the same as the image under the vertical map in $[8.6.4]$, except that $a = (-\epsilon, 1 + \epsilon)$, and not $a = (0,1)$. But the convex homotopy $(-\epsilon, 1 + \epsilon)$ connects the two points. Therefore $[8.6.4]$ is homotopy commutative.

Let us next calculate the composition

$$|\mathcal{R}^+([0,1] \times M)_{g_0,g_0}| \times \Delta^1 \xrightarrow{\psi_1} \operatorname{hofib}_x(M,g_0)(F^{op}) \xrightarrow{\operatorname{trg}(\operatorname{ind})_1(M,g_0)} \Omega|\mathbb{K}^*(\theta_d)|_1,
$$

Its adjoint sends $(h,v,u) \in \mathcal{R}^+([0,1] \times M)_{g_0,g_0}((\Delta^p) \times \Delta^p \times \Delta^1)$ to the path

$$s \mapsto \left( \mathfrak{D}(1-c(s))h + c(s)h_0 \otimes 1 + (1-d(s))r + d(s)r_0 \right) \left( x(1-d(s))(\eta \otimes \epsilon, v) \in \mathbb{K}^*(\theta_d)|_1(\Delta^p) \times \Delta^p \subset |\mathbb{K}^*(\theta_d)|_1
$$

(we do not explicitly notate the Hilbert modules, Clifford structures and grading operators here). Upon the identification $[0,1] \cong \Delta^1$ via $t \mapsto (1-t,t)$ and taking adjoints, this is precisely the map $|\phi|$, as claimed. □
Proof of Lemma 8.6.3. The map \((\text{bott}) \circ \text{inddiff}_{h_0}(h)\) is obtained from the sheaf map which sends \(h \in R^+(\mathbb{R} \times M)_{\sigma_0,\theta_0}(*,\sigma)\) to the family
\[
(t, s) \mapsto \mathcal{D}_{(1-c(s))h+c(s)h_0} \otimes 1 - t\eta \otimes \varepsilon \tag{8.6.5}
\]
of operators on the continuous field of Hilbert-\(C^*(\theta_2)\)-modules on \(\mathbb{R}^2\) with fibre \(L^2(\mathbb{R} \times M; \mathfrak{S}_x)\) and the obvious grading and \(\text{Cl}^{1,0}\)-structure (which is the same as the continuous field underlying \(\varphi(h)\)). We will now provide a natural homotopy of operators from \([8.6.2]\) to \([8.6.5]\). We have to guarantee that the operators are invertible for \(|s| + |t|\) large. Let us first simplify notation, by writing
\[
\mathcal{D}_s := \mathcal{D}_{(1-c(s))h+c(s)h_0} \otimes 1.
\]
The first step of the homotopy changes (linearly) \(a_0\) to 0 and \(a_1\) to 1. For \(|t|\) sufficiently large or \(s \not\in [0, \frac{1}{2}]\), this goes through invertible operators, because all the metrics \((1-c(s))h+c(s)h_0\) have cylindrical ends with positive scalar curvature. The result is the family
\[
(t, s) \mapsto \mathcal{D}_s + ((1-d(s))r + d(s)r_0)(x - (1-d(s))t)\eta \otimes \varepsilon.
\]
The next stage of the homotopy is the operator family (with \(u\) running from 1 to 0)
\[
(t, s) \mapsto \mathcal{D}_s + ((1-d(s))r + d(s)r_0)(x - ud(s)\eta \otimes \varepsilon, \tag{8.6.6}
\]
ending with
\[
(t, s) \mapsto \mathcal{D}_s + ((1-d(s))r + d(s)r_0)(x - t)\eta \otimes \varepsilon. \tag{8.6.7}
\]
We claim that this is an operator homotopy through operators which are invertible outside a compact set of \((s, t)\)'s. To check this, we estimate the square of the operators:

(i) If \(s \leq \frac{1}{2}\), then \(d(s) = 0\) and so the homotopy is constant there.

(ii) If \(s \geq \frac{1}{2}\), then \(\mathcal{D}_s^2 \geq \frac{\kappa_0}{4}\) because \(c(s) = 1\) and \(||\mathcal{D}_s, x|| = 1\), and so the square of \([8.6.6]\) is bounded from below by
\[
\frac{\kappa_0}{4} + ((1-d(s))r + d(s)r_0)^2(x - (1-ud(s))t)^2 - ((1-d(s))r + d(s)r_0) \geq \frac{\kappa_0}{4} - r_0 = \frac{\kappa_0}{8},
\]
independent of \(u\).

Next, we let \(v\) run from 1 to 0 and consider the homotopy
\[
(t, s) \mapsto \mathcal{D}_s + ((1-d(s))r + d(s)r_0)(vx - t)\eta \otimes \varepsilon \tag{8.6.8}
\]
which begins with \([8.6.7]\). Again, we claim that this goes through invertible operators as long as \(s\) or \(t\) are large enough:

(i) For \(s \leq 0\), we have \(c(s) = d(s) = 0\), so that \([8.6.8]\) is \(\mathcal{D}_h \otimes 1 + r(vx - t)\eta \otimes \varepsilon\).

The square is at least \(\frac{\kappa_0}{8} - vrC \geq \frac{\kappa_0}{8}\).

(ii) For \(s \geq \frac{1}{2}\), we have \(c(s) = 1\), and the square is
\[
\geq \frac{\kappa_0}{4} + ((1-d(s))r + d(s)r_0)^2(vx - t)^2 - v((1-d(s))r + d(s)r_0) \geq \frac{\kappa_0}{4} - r_0 \geq \frac{\kappa_0}{8}.
\]

(iii) If \(s \in [0, \frac{1}{2}]\), we have \(d(s) = 0\) and hence \([8.6.8]\) is \(\mathcal{D}_s + r(vx - t)\eta \otimes \varepsilon\). We estimate the square separately on \([0, 1] \times M\) and on the complement. On the complement, \((1-c(s))h + c(s)h_0 = h_0\) and so the square is at least
\[
\frac{\kappa_0}{4} + r^2(vx - t)^2 - vr \geq \frac{\kappa_0}{8},
\]
and on $[0, 1] \times M$, the square is at least

$$r^2(vx - t)^2 - vrC \geq r^2(vx - t)^2 - \frac{\kappa}{8}$$

which is strictly positive for $|t|$ large enough. This completes the proof that the homotopy $8.6.7$ goes through invertible operators for $|t| + |s|$ large.

Hence the original operator family is homotopic to the family $8.6.8$ evaluated at $v = 0$, which is

$$(t, s) \mapsto \mathcal{D}_s - t((1 - d(s))r + d(s)r_0)\eta \otimes \varepsilon.$$ 

Now we have arrived at the situation where the two summands anticommute (and thus the squares are easy to compute). The last step of the homotopy is ($w$ running from 0 to 1)

$$(t, s) \mapsto \mathcal{D}_s - t(w + (1 - w)((1 - d(s))r + d(s)r_0))\eta \otimes \varepsilon,$$

equation(8.6.10)

ending with

$$(t, s) \mapsto \mathcal{D}_s - t\eta \otimes \varepsilon,$$

which is exactly $-\text{bott}(\text{inndiff}_{g_0}(h))$. \quad \square

The proof of Theorem 8.3.9 is complete at this point, and we turn to that of Theorem 8.3.10 which again is structured into two lemmas.

Lemma 8.6.9. The composition $B \text{inndiff}_{h_0} \circ \varphi : |\mathcal{R}^+(M)| \to \Omega|\text{KO}(\mathcal{C}^*(\theta_d))_1|$ is homotopic to the map induced by the sheaf map

$$\omega : \mathcal{R}^+(M) \to \Omega|\text{KO}(\mathcal{C}^*(\theta_d))_1$$

defined on points as follows. To $g \in \mathcal{R}^+(M)$, it assigns the continuous field (over $\mathbb{R}$) with fibres $L^2(\mathbb{R} \times M; \mathcal{G}_t \otimes \mathbb{S}_1)$, obvious grading and $\mathcal{C}^{1,0}$-structure, and operator family given by

$$s \mapsto \mathcal{D}_{dx^2 + ((1 - c(s))g + c(s)g_0)} \otimes 1 + ((1 - c(s))r + c(s)r_0)x\eta \otimes \varepsilon.$$  \quad (8.6.10)

Lemma 8.6.11. The sheaf map $(-1)^{d-1}\omega$ from Lemma 8.6.9 is naturally concordant to the sheaf map defining $\text{morita} \circ \text{inndiff}_{g_0}$.

Proof of Lemma 8.6.9. This is similar to, but easier than the proof of Lemma 8.6.1. As in the proof of that Lemma, we first have to resolve the zig-zag implicit in the definition of $B(\text{inndiff}_{g_0})$. As before, we let

$$\kappa_0 := \inf \text{scal}(g_0) = \inf \text{scal}(h_0); \quad r_0 := \frac{\kappa_0}{8}$$

and consider the base-points $\mathcal{Y}(M) := \mathbb{R} \times M \in \mathcal{D}_0(*)$ and $\mathcal{X}(M, g_0) := (\mathbb{R} \times M, dx^2 + g_0, 1, 0, r_0, 1) \in \mathcal{Y}(M, g_0) \subset \mathcal{D}_0^{op}(*)$. The composition

$$\xi : |\mathcal{R}^+(M)| \xrightarrow{\varphi} ||\mathcal{Q}^+_{\bullet}(M)|| \xrightarrow{\beta} \text{hofib}_{\mathcal{Y}(M)}(F)$$

sends $(g, v) \in \mathcal{R}^+(M)(\Delta_x) \times \Delta^p$ to the point $(\mathbb{R} \times M, 0, dx^2 + g, v) \in \mathcal{D}_0^{op}(\Delta_x) \times \Delta^p \subset ||D_{p, \bullet}^\text{op}||$, together with the constant path at $\mathcal{Y}(M)$ in $|\mathcal{D}_0|$, and by definition, the composition $(8.3.11)$ is equal to the composition

$$(|\mathcal{R}^+(M)| \xrightarrow{\varphi} \text{hofib}_{\mathcal{Y}(M)}(F) \xleftarrow{\sim} \text{hofib}_{\mathcal{Y}(M, g_0)}(F^{\text{op}}) \xrightarrow{\text{trg}(\text{inddiff}_{\mathcal{Y}(M, g_0)})} \Omega|\text{KO}(\mathcal{C}^*(\theta_d))_1|.$$
To compute it, we construct a commutative diagram

\[ \zeta \]

\[ \text{hofib}_{y(M)}(F) \xleftarrow{\sim} \text{hofib}_{y(M, g_0)}(F^{\text{op}}) \xrightarrow{\text{trg}(\text{ind}_1)(M, g_0)} \Omega|\text{KO}(C^*(\theta_d))_1|. \]

To define the map \( \zeta \), let \((g, v) \in R^+(M)(\Delta^p) \times \Delta^p \) and define

\[
\kappa := \min(\inf \text{scal}(g), \inf \text{scal}(g_0)) \leq \kappa_0, \quad r := \frac{\kappa}{8} \leq r_0, \quad \epsilon := \max\{\sqrt{\frac{\kappa}{r}}, \sqrt{\frac{2\pi}{r}}\}.
\]

Define \( \zeta_0 : |R^+(M)| \to \|D^{\text{psc,op}}\| \) by assigning to \((g, v)\) the point

\[
(R \times M, 0, \epsilon, dx^2 + g, 1, r, 1, \kappa, v) \in D^{\text{psc,op}}(\Delta^p) \times \Delta^p \subset |D^{\text{psc,op}}| \subset \|D^{\text{psc,op}}\|.
\]

Under \( F^{\text{op}} \), \( \zeta_0(g, v) \) maps to

\[
(R \times M, dx^2 + g, 0, r, 1) \in D^{\text{op}}(\Delta^p) \times \Delta^p \subset |D^{\text{op}}|,
\]

so that \( F^{\text{op}} \circ \zeta_0 : |R^+(M)| \to |D^{\text{op}}| \) is induced from the sheaf map

\[ \vartheta_0 : g \mapsto (R \times M, dx^2 + g, 0, r, 1). \]

Let \( c : R \to [0, 1] \) be smooth and monotone with \( c(0) = 0 \) and \( c(1) = 1 \). The formula

\[ s \mapsto (R \times M, dx^2 + (1 - c(s))g + c(s)g_0, 0, (1 - c(s))r + c(s)r_0, 1) \]

defines a natural concordance \( \vartheta \) from \( \vartheta_0 \) to the sheaf map

\[ \vartheta_1 : R^+(M) \to (R \times M, dx^2 + g_0, 0, r_0, 1), \]

i.e. to the constant map onto the base-point \( x(M, g_0) \).

We now define \( \zeta \) as the map \( \zeta_0 \lor |R^+(M)| \to \|D^{\text{psc,op}}\| \), together with the homotopy of \( F^{\text{op}} \circ |\zeta_0| \) to the base-point provided by the natural concordance \( \vartheta \). The choices were made so that these formulas indeed define points in the appropriate spaces. The triangle in (8.6.12) commutes by inspection. The composition

\[ |R^+(M)| \xrightarrow{\zeta} \text{hofib}_{x}(F^{\text{op}}) \xrightarrow{\text{trg}(\text{ind}_1)(M, g_0)} \Omega|\text{KO}(C^*(\theta_d))_1| \]

is induced from \( \omega \), as one checks directly from the definitions. \( \square \)

**Proof of Lemma 8.6.11.** This is similar to, but more difficult than the proof of Lemma 8.6.3. The problem is that \( \omega : R^+(M) \to \Omega \text{KO}(C^*(\theta_d))_1 \) is defined using the Dirac operator on \( R \times M \), while \( \text{morita} \circ \text{indiff}_{g_0} \) is defined using the Dirac operator on \( M \).

Before we take a closer look to this problem, let us simplify the formula for \( \omega \) a bit. Recall that \( \omega \) takes a point \( g \in R^+(M) \) to the continuous field of Hilbert modules over \( R \) with fibre \( L^2(R \times M, \mathcal{S}_\ell \otimes \mathbb{S}_1) \), together with the operator family defined by the formula (8.6.10). Since \( r \leq r_0 \), the formula (with \( u \) running from 0 to 1)

\[ s \mapsto \mathfrak{D}_{dx^2 + ((1 - c(s))g + c(s)g_0)} \otimes \left(1 + ((1 - (1 - u)c(s))r + (1 - u)c(s)r_0)\eta \otimes \epsilon \right) \]

defines operators which are invertible for \( |s| \gg 0 \), and hence yields a concordance beginning with (8.6.10) to

\[ s \mapsto \mathfrak{D}_{dx^2 + ((1 - c(s))g + c(s)g_0)} \otimes \left(1 + r\eta \otimes \epsilon \right). \]
Hence $\omega$ is naturally concordant to the sheaf map $\omega'$ which assigns the operator family \([8.6.13]\) instead.

For the rest of this proof, we deviate from our convention and consider $M \times \mathbb{R}$ instead of $\mathbb{R} \times M$; this will cancel out the sign $(-1)^n$ in the statement of the lemma. Now denote the Mishchenko–Fomenko line bundle on $M$ and on $M \times \mathbb{R}$ both by the same symbol $L$ (as one is the pullback of the other, there is little risk of confusion). Let $\mathfrak{S}_M$ and $\mathfrak{S}_{M \times \mathbb{R}}$ be the spinor bundles, with gradings $\nu$ and $\eta$, respectively. Furthermore, let $D$ be the Dirac operator on $\mathbb{R}$, which acts on the trivial bundle with fibre $\text{Cl}^{1,0}$, and the grading on this bundle is denoted by the symbol $\nu$.

For a general Riemannian metric $g$ on $M$, we let $\mathcal{D}_g$ be the associated Rosenberg–Dirac operator. It acts on sections of the tensor product $\mathfrak{S}_M \otimes L$, and it is $C^\ast(\theta_{d-1})$-linear. The relation between these spinor bundles and operators is that there is a canonical isomorphism

$$L^2(\mathbb{R} \times M; \mathfrak{S}_g) \cong L^2(M; \mathfrak{S}_M \otimes L) \otimes L^2(\mathbb{R}; \text{Cl}^{1,0}),$$

which takes the grading $\eta$ to $\nu \otimes v$, and the Dirac operator $\mathcal{D}_{g+dx^2}$ to $\mathcal{D}_g \otimes 1 + \nu \otimes D$. After tensoring [8.6.14] with $S_1$, we find that $\mathcal{D}_{g+dx^2} \otimes 1 + f \nu \otimes \varepsilon$ (for a general metric $g$ on $M$ and a general function $f$ on $\mathbb{R}$) corresponds to

$$\mathcal{D}_g \otimes 1 \otimes 1 + \nu \otimes (D \otimes 1 + f \nu \otimes \varepsilon).$$

The operator family [8.6.15] acts on the Hilbert module

$$L^2(M; \mathfrak{S}_M \otimes L) \otimes L^2(\mathbb{R}; \text{Cl}^{1,0}) \otimes S_1.$$

We will now show that (for the function $f = rx$) this latter Hilbert module can be decomposed as a direct sum, which is preserved by the operator, and that the operator is invertible on one summand, while the other summand is essentially $\mathcal{D}_g$ on $L^2(M; \mathfrak{S}_M \otimes L)$. For this, we use a well-known computation in quantum mechanics that we recall first (a convenient mathematical reference is [Roe98, p. 119-122]). For $r > 0$, the differential operator

$$H = -\theta^2 + r^2 x^2$$

acting on $L^2(\mathbb{R})$ is essentially self-adjoint with spectrum $\text{spec}(H) = \{(2k+1)r | k \in \mathbb{N}_0\}$. Each point in $\text{spec}(H)$ is an eigenvalue of multiplicity 1, and the lowest eigenspace $\text{Eig}(H, r)$ is spanned by the function $\psi_0 = e^{-rx^2/2}$. We use these facts to determine the kernel and the spectrum of the operator

$$D \otimes 1 + rx \nu \otimes \varepsilon$$
on $L^2(\mathbb{R}; \text{Cl}^{1,0}) \otimes S_1 = L^2(\mathbb{R}) \otimes \text{Cl}^{1,0} \otimes S_1$. Note that

$$(D \otimes 1 + rx \nu \otimes \varepsilon)^2 = H \otimes 1 + rev \otimes \varepsilon$$

($e \in \text{Cl}^{1,0}$ is the generator). The two summands commute, and the second one squares to $r^2$ and hence has spectrum $\{\pm r\}$. It follows that

$$\text{spec}(D \otimes 1 + rx \nu \otimes \varepsilon) = r\mathbb{Z}$$
and

$$\ker(D \otimes 1 + rx \nu \otimes \varepsilon) = (\text{Eig}(H, r) \otimes \text{Cl}^{1,0} \otimes S_1) \cap (L^2(\mathbb{R}) \otimes \text{Eig}(ev \otimes \varepsilon, -1)).$$

Therefore

$$\ker(D \otimes 1 + rx \nu \otimes \varepsilon) = \text{span}\{\psi_0\} \otimes \text{Eig}(ev \otimes \varepsilon, -1).$$
Exactly as in the proof of \cite[Proposition 4.6]{Ebe19}, one now argues that the sheaf map \(\omega' \sim \omega : \mathcal{R}^+(M) \to \Omega\text{KO}(C^*(\theta_d))_1\) given by
\[
\omega' : g \mapsto (L^2(\mathbb{R} \times M; \mathfrak{G}_M \otimes \mathbb{S}_1),
\quad s \mapsto \mathcal{D}_{dx^2 + ((1-c(s))g + c(s)g_0)} \otimes 1 + ((1 - c(s))r + c(s)r_0) x\eta \otimes \varepsilon)
\]
is naturally concordant to the sheaf map
\[
g \mapsto (L^2(M; \mathfrak{G}_M) \otimes \text{Eig}(\varepsilon, \varepsilon, -1),
\quad s \mapsto \mathcal{D}_{dx^2 + ((1-c(s))g + c(s)g_0)} \otimes \text{Eig}(\varepsilon, \varepsilon, -1))
\]
Now we apply the inverse \(\text{KO}(\text{Cl}^{d,0} \otimes C^*(G))_1 \to \text{KO}(\text{Cl}^{d-1,0} \otimes C^*(G))\) of the Morita equivalence, following the recipe of Lemma \ref{lem:8.1.4} On \(L^2(M; \mathfrak{G}_M) \otimes \text{Eig}(\varepsilon, \varepsilon, -1)\), the extra Clifford structure, the \(\text{Cl}^{1,0}\)-module structure and the grading are given by
\[
c(e) = \begin{pmatrix}
\nu & -\nu \\
-\nu & 1
\end{pmatrix},
p(e) = \begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix},
\eta = \begin{pmatrix}
\nu & -\nu \\
-\nu & 1
\end{pmatrix},
\]
and hence
\[
c(e)p(e)\eta = \begin{pmatrix}
1 & -1 \\
-1 & 1
\end{pmatrix}.
\]
Hence
\[
\text{morita}^{-1}(L^2(M; \mathfrak{G}_M \otimes \mathcal{L}) \otimes \text{Eig}(\varepsilon, \varepsilon, -1); \\
\mathcal{D}_{dx^2 + ((1-c(s))g + c(s)g_0)} \otimes \text{Eig}(\varepsilon, \varepsilon, -1))
\]
\[
= (L^2(M; \mathfrak{G} \otimes \mathcal{L}), \mathcal{D}_{dx^2 + ((1-c(s))g + c(s)g_0)}),
\]
which represents \(\text{inddiff}_{g_0}\).

9. Implications of the Concordance implies isotopy conjecture

Let \(M\) be a closed manifold. Two psc metrics \(g_0, g_1 \in \mathcal{R}^+(M)\) are called\ isotopic if they lie in the same path component and they are called\ concordant if there exists a concordance between them, in other words, if \(\mathcal{R}^+([0, 1] \times M)_{g_0, g_1} \neq \emptyset\). A well-known and simple argument (see e.g. \cite[Lemma on p. 184]{Gaj87}) shows that isotopic metrics are concordant. The converse is a difficult problem.

**Definition 9.0.16** (Concordance-implies-isotopy conjecture). A closed manifold \(M\) satisfies the concordance-implies-isotopy conjecture if the implication
\[
\mathcal{R}^+([0, 1] \times M)_{g_0, g_1} \neq \emptyset \Rightarrow [g_0] = [g_1] \in \pi_0(\mathcal{R}^+(M))
\]
holds, in other words, if concordant psc metrics on \(M\) are always isotopic.

Botvinnik \cite{Bot16} has announced a proof that all simply-connected manifolds of dimension at least 5 satisfy the concordance-implies-isotopy conjecture. The final step in his proof is an application of Cerf’s theorem that pseudo-isotopic diffeomorphisms are isotopic for such manifolds. This might be viewed as an evidence that the validity of the concordance-implies-isotopy conjecture for \(M\) depends (only?) on the fundamental group. In this section, we assume that the following is true and derive some consequences. Hence, except in the simply-connected case, the results of this chapter are all conditional.
Hypothetical Theorem 9.0.17. Let $W : \emptyset \rightarrow M$ be a $d$-dimensional cobordism, with $d \geq 6$ and such that the pair $(W, M)$ is 2-connected. Assume that $d \geq 6$ and that both $M$ and the double $dW := W \cup W^{op}$ satisfy the concordance-implies-isotopy conjecture. Then each psc metric $h \in \mathcal{R}^+(W)$ is right stable.

Proof. By Theorem 2.3.2 (i), we can pick $g_0 \in \mathcal{R}^+(W)$ and a right stable $h_0 \in \mathcal{R}^+(W)_{g_0}$. We fix those during the first two steps of the proof.

The first step of the proof is to show that each self-concordance $h \in \mathcal{R}^+([0, 1] \times M)_{g_0, g_0}$ is stable. Consider the manifold with corners $[0, 1]^2 \times M$ and the psc metric $ds^2 + h$ on it (the coordinates in $[0, 1]^2$ are $(s, t)$). We introduce new corners over the points $(s, t) = (\frac{1}{2}, 0)$ and $(\frac{1}{3}, 0)$ and smooth the corners over the points $(1, 1)$ and $(0, 1)$. In this way, we consider $[0, 1]^2 \times M$ as a cobordism

\[(\frac{1}{3}, \frac{2}{3}) \times 0) \times M \rightarrow (0 \times [0, 1] \cup [0, 1] \times 1 \cup 1 \times [0, 1]) \times M\]

of manifolds with boundary. Note that the free boundary is $([0, \frac{2}{3}) \times M) \cup ((\frac{2}{3}, 1] \times M)$.

Using the corner-smoothing technique introduced in Section 2 of [ERW19a], we turn $[0, 1]^2 \times M$ with the psc metric $ds^2 + h$ into a psc cobordism from $k_0 := ds^2 + g_0$ to $k_1 := h \cup (ds^2 + g_0) \cup \overline{h}$ ($\overline{h}$ is the concordance $h$, reversed in direction). The induced metric on the free boundary is $dt^2 g_0$. We can glue the psc cobordism $W \times [0, 1]$, with the metric $ds^2 + h_0$, to both boundary cobordisms. The result is a concordance from the psc metric $h_0 \cup k_0 \cup \overline{h_0}$ to the psc metric $h_0 \cup k_1 \cup \overline{h_0}$ on the double of $W$ (or a manifold canonically diffeomorphic to the double). By our hypothesis, it follows that

\[h_0 \cup k_0 \cup \overline{h_0} = [h_0 \cup k_1 \cup \overline{h_0}] \in \mathcal{R}^+(dW)\]

Since $h_0$ is right stable (and hence $\overline{h_0}$ is left stable), it follows that $[k_0] = [k_1] \in \mathcal{R}^+(M \times [0, 1])_{g_0, g_0}$. But $k_1$ lies in the same component as $h \cup \overline{h}$, and $k_0$ is (obviously) stable. Therefore $h \cup \overline{h}$ is stable. The same argument, applied to $\overline{h}$ in place of $h$ proves that $h \cup h$ is stable as well. The same formal reasoning as in the proof of Theorem 3.1.2 (ii) of [ERW19a] proves that $h$ is stable.

The second step of the proof is to prove that each $h \in \mathcal{R}^+(W)_{g_0}$ is right stable. We identify $W$ with $W \cup ([0, 1] \times M)$ and consider $h$ as an element in $\mathcal{R}^+(W \cup ([0, 1] \times M))_{g_0}$. Since $h_0$ is stable, there is $h_1 \in \mathcal{R}^+([0, 1] \times M)_{g_0, g_0}$ such that $[h] = [h_0 \cup h_1] \in \pi_0(\mathcal{R}^+(W)_{g_0})$. But by the first step of the proof, $h_1$ is (right) stable, and hence so is $h_0 \cup h_1$, and therefore $h$ is right stable as well.

The third step is to pass to $h \in \mathcal{R}^+(W)_g$ with arbitrary $g$. We again consider $h$ as a psc metric on $W \cup (M \times [0, 1])$. Since $h_0$ is right stable, $h$ lies in the same path component as a metric of the form $h_0 \cup h_1$, with $h_1 \in \mathcal{R}^+([0, 1] \times M)_{g_0, g_0}$. Therefore, $g$ and $g_0$ are concordant and hence (by our hypothesis) isotopic. Now we use Theorem 2.1.1 lifting a path from $g$ to $g_0$ to $\mathcal{R}^+(W)$, with initial condition $h$ gives a path in $\mathcal{R}^+(W)$ from $h$ to some $h' \in \mathcal{R}^+(W)_{g_0}$. By the second step of the proof, $h'$ is right stable and Lemma 2.3.4 implies that $h$ is right stable, as claimed.

For the rest of this section, we assume the following:

Hypothesis 9.0.18. Let $\theta : B \rightarrow BO(d)$ be a 2-coconnected tangential structure and assume that $B$ is connected and of type $(F_2)$. We assume that all closed $d$- and $(d-1)$-dimensional $\theta$-manifolds which are 2-connected relative to $B$ satisfy the concordance-implies-isotopy conjecture.
Hypothesis 9.0.18 leads to a strong homotopy invariance theorem for the space $R^+(M)$.

**Hypothetical Theorem 9.0.19.** Let $M_0, M_1$ be two closed $d$-manifolds, $d \geq 6$ and assume that $M_0$ and $M_1$ have the same tangential 2-type $\theta : B \to BO(d)$ for which Hypothesis 9.0.18 holds. If $R^+(M_i) \neq \emptyset$ for $i = 0, 1$, then $R^+(M_0) \simeq R^+(M_1)$.

It can be derived from [Che04] that if $M_0$ and $M_1$ have the same tangential 2-type $\theta : B \to BO$ and have the same cobordism class in $\Omega^d_0$, then $R^+(M_0) \simeq R^+(M_1)$.

For simply-connected spin manifolds, this is derived in e.g. Corollary 4.2 of [Wal13]; the general case is carried out in Section 6 of [EPIS].

**Proof of Theorem 9.0.19.** Let $P$ be a $d$-dimensional $\theta$-manifold with boundary, such that the structure map $P \to B$ is 2-connected and such that $P$ has a handlebody decomposition only using handles of dimension $\leq 2$. By Theorem 5.8.2 of [ERW19a], there are embeddings $f_i : P \to M_i$ over $B$. These induce isomorphisms on $\pi_1$, because $P, M_0$ and $M_1$ are 2-connected relative to $B$. Write $M_i := P \cup W_i$, where $W_i : \partial P \to \emptyset$ are $\theta$-cobordisms. The inclusions $\partial P \to W_i$ induce isomorphisms on $\pi_1$. Therefore, we can change $W_i$ by admissible surgeries in the interior to cobordisms $V_i : \partial P \to \emptyset$ so that $\partial P \to V_i$ is 2-connected, by Lemma 2.3.9. It is enough to prove that $R^+(P \cup V_0) \simeq R^+(P \cup V_1)$, by cobordism invariance. Both spaces are non-empty (also by cobordism invariance).

Now pick a right stable $h \in R^+(P)_{g\theta}$. Since $h$ is right stable and $R^+(P \cup V_1) \neq \emptyset$, it follows that there are $h_i \in R^+(V_i)_{g\theta}$. By Theorem 9.0.17, $h_0$ and $h_1$ are right stable. Hence there are weak equivalences $R^+(M_i) \simeq R^+(P \cup V_i) \simeq R^+(P)_{g\theta}$. □

**Hypothetical Theorem 9.0.20.** Let $W^d$ be a compact manifold with boundary $M$ and let $\theta : B \to BO(d)$ be the tangential 2-type of $W$. Assume that $d \geq 6$, that $R^+(W)_{g\theta} \neq \emptyset$, and that Hypothesis 9.0.18 holds for $\theta$. Then $R^+(W)_{g\theta}$ has the homotopy type of an infinite loop space, and its homotopy type only depends on $\theta$.

**Proof.** An immediate consequence of Theorem 9.0.17 is that $\mathcal{P}_{g\theta}^2 = \mathcal{P}_{\omega}^{2,\text{rest}}$ and $\mathcal{P}_{g\theta}^{2,1} = \mathcal{P}_{\omega}^{2,1,\text{rest}}$. An examination of the arguments given in §4.5 and §6 shows that Theorem 6.6.1 admits the following reformulation (assuming Hypothesis 9.0.18 of course):

Let $Q^d : \emptyset \to N$ be a $d$-dimensional $\theta$-cobordism with $N \to Q$ and $Q \to B$ both 2-connected and pick $g_N \in R^+(N)$ with $R^+(Q)_{g\theta} \neq \emptyset$. Then $R^+([0,1] \times N)_{g_N,g_N}$ has the homotopy type of an infinite loop space. More precisely, it is homotopy equivalent to the loop space of the homotopy fibre of $BF^2 : B\mathcal{P}^2_{\omega} \to BC^2_{\omega}$ (the homotopy fibre is taken at the base-point $\emptyset \in BC^2_{\omega}$ and the loop space at the canonical base-point of the homotopy fibre).

In particular, for $N$ and $g_N$ as above, the homotopy type of $R^+([0,1] \times N)_{g_N,g_N}$ only depends on $\theta$. The proof of the theorem is finished by the construction of a homotopy equivalence $R(W)_{g\theta} \simeq R^+([0,1] \times N)_{g_N,g_N}$, for some choice of $N$.

We view $W$ as a cobordism $M \sim \emptyset$. We pick a handlebody decomposition of $W$ relative to $M$ and let $V : M \to N$ be the union of all handles of index $\leq 2$ and let $Q : N \to Q$ be the remaining part. Note that the inclusions $N \to V$ and $N \to Q$ are both 2-connected. By Theorem 2.3.2.1, there is a right stable metric $h_V \in R^+(V)_{g_M,g_N}$. It follows that

$$R^+(Q)_{g_N} \simeq R^+(W)_{g\theta}.$$
Since $N \to Q$ is 2-connected, there is a left stable metric $h_Q \in R^+(Q)_{g_N'}$ for some $g_N' \in R^+(N)$ and hence a weak equivalence
\[ R^+([0,1] \times N)_{g_N \cdot g_N'} \simeq R^+(Q)_{g_N} . \]

By assumption $R^+([0,1] \times N)_{g_N \cdot g_N'} \simeq R^+(W)_{g_M}$ is non-empty. So $g_N$ and $g_N'$ are concordant and therefore isotopic. So (similarly to the argument in the last step of the proof of Theorem 9.0.17)
\[ R^+([0,1] \times N)_{g_N \cdot g_N'} \simeq R^+([0,1] \times N)_{g_N \cdot g_N'} . \]

\[ \square \]

**Appendix A.** "Topological flag complexes" for sheaves

In this section, we prove an analog of Theorem 6.2 of [GRW14] in the context of sheaves on the category Mfds of smooth manifolds. Let us begin with some definitions.

**Definition A.0.21.** A sheaf $\mathcal{F}$ on Mfds is **concrete** if for each test manifold $X$, the map $\prod_{x \in X} j^*_x : \mathcal{F}(X) \to \prod_{x \in X} \mathcal{F}(\ast)$ given by restriction is injective. A subsheaf $\mathcal{G} \subset \mathcal{F}$ of a concrete sheaf is again a concrete sheaf, and we say that $\mathcal{G}$ is **open** if for each $\xi \in \mathcal{F}(X)$, the set of all $x \in X$ such that $j^*_x(\xi) \in \mathcal{G}(\ast) \subset \mathcal{F}(\ast)$ is open in $X$.

**Definition A.0.22.** Let $\mathcal{F}_\ast$ be a semi-simplicial sheaf and let $\epsilon_\ast : \mathcal{F}_\ast \to \mathcal{F}_{-1}$ be an augmentation. We say that $\epsilon_\ast$ is a weak equivalence if the induced map $\|\epsilon_\ast\| : \|\mathcal{F}_\ast\| \to \|\mathcal{F}_{-1}\|$ of spaces is a weak equivalence.

**Definition A.0.23.** Let $f : \mathcal{G} \to \mathcal{F}$ be a map of sheaves. We define a semi-simplicial augmented sheaf $\mathcal{E}_\ast(f) : \to \mathcal{F}$ by setting $\mathcal{E}_p(f) := \mathcal{G} \times_\mathcal{F} \mathcal{G} \times_\mathcal{F} \ldots \times_\mathcal{F} \mathcal{G}$ $(p + 1$ factors), with the obvious face maps and augmentation $\mathcal{E}_0(f) = \mathcal{G} \overset{f}{\to} \mathcal{F}$.

**Definition A.0.24.** Let $\epsilon_\ast : \mathcal{F}_\ast \to \mathcal{F}_{-1}$ be an augmented semi-simplicial sheaf, and assume that all $\mathcal{F}_p$, $p \geq -1$, are concrete. We say that $\epsilon_\ast$ is a **topological flag complex** if the following conditions are satisfied.

(i) $\mathcal{F}_\ast$ is a simplicial subsheaf of $\mathcal{E}_\ast(\epsilon_0)$ which is degreewise open, and
(ii) a tuple $(\xi_0, \ldots, \xi_p) \in \mathcal{E}_p(\epsilon_0)(\ast)$ lies in $\mathcal{F}_p(\ast)$ if and only if $(\xi_i, \xi_j) \in \mathcal{F}_1(\ast)$ for all $i < j$.

**Theorem A.0.25.** Let $\mathcal{F}_\ast : \mathcal{F}_\ast \to \mathcal{F}_{-1}$ be a topological flag complex. Assume that
(i) $\epsilon_0 : \mathcal{F}_0 \to \mathcal{F}_{-1}$ has local sections (i.e. for each $\xi \in \mathcal{F}_{-1}(X)$, each $x \in X$ and $\eta \in \mathcal{F}_0(\ast)$ with $\epsilon_0(\eta) = j^*_x(\xi)$, there is an open neighbourhood $U$ of $x$ and an element $\zeta \in \mathcal{F}_0(U)$ such that $\epsilon_0(\zeta) = \xi|_U$ and $j^*_x(\zeta) = \eta$.
(ii) $\mathcal{F}_0(\ast) \to \mathcal{F}_{-1}(\ast)$ is surjective.
(iii) For all $\xi_1, \ldots, \xi_n \in \mathcal{F}_0(\ast)$, there exists $\xi \in \mathcal{F}_0(\ast)$ such that $(\xi_i, \xi) \in \mathcal{F}_1(\ast)$ for all $i$. (We say that $\xi$ is orthogonal to all $\xi_i$s.)

Then $\epsilon_\ast$ is a weak equivalence.

The formulation of Theorem A.0.25 is a straightforward adaption of the formulation of Theorem 6.2 of [GRW14]. The proof, however, is quite different. We need a tool to recognise that an augmentation map is a weak equivalence. We import this tool from [MW07, Theorem 4.2]. In that paper, a sheaf $\beta \mathcal{X}$ is constructed out of any sheaf $\mathcal{X}$ of categories and a weak equivalence $\beta \mathcal{X} \simeq B \mathcal{X}$ is proved. The first step in the proof is to translate the situation of Theorem A.0.25 to that situation. This begins with a general simplicial construction.
**Theorem A.0.26.** Let $X_\bullet$ be a semi-simplicial set. The *simplex category* $\text{Simp}(X_\bullet)$ is the following (unital) category. An object is a pair $(p, x)$, $p \in \text{Ob}(\Delta_{\text{ini}}) = \mathbb{N}_0$, $x \in X_p$. A morphism $(p, x) \to (q, y)$ is a morphism $\varphi : [p] \to [q]$ in $\Delta_{\text{ini}}$ such that $\varphi^* y = x$.

**Lemma A.0.27.** There is a natural zigzag of weak equivalences between $B\text{Simp}(X_\bullet)$ and $\|X_\bullet\|$. 

*Proof.* Let $A_{\bullet, \bullet}(X)$ be the bi-semi-simplicial set whose $(p, q)$-simplices are the tuples $(y \to x_0 \to \ldots \to x_p, y)$, where $(y \to x_0 \to \ldots \to x_p) \in N_{p+1}\text{Simp}(X)$ and $y \in X_q$. There is an obvious bi-semi-simplicial structure on those sets, and

$$
\epsilon_{p,q} : A_{p,q}(X) \to X_q, \ (y \to x_0 \to \ldots \to x_p) \mapsto y
$$

and

$$
\eta_{p,q} : A_{p,q}(X) \to N_p(\text{Simp}(X)), \ (y \to x_0 \to \ldots \to x_p) \mapsto (x_0 \to \ldots \to x_p)
$$

define augmentations. For $y \in X_q$, the preimage $\epsilon_{\bullet, q}(y)$ is the nerve of the under-category $y/\text{Simp}(X)$, which is contractible since $\text{Simp}(X)$ is a unital category. For $x = (x_0 \to \ldots \to x_p) \in N_p(\text{Simp}(X))$, the preimage $\eta_{p, \bullet}(x)$ is the nerve of the over category $\text{Simp}(X)/x_0$, which is contractible as well. It follows that both maps

$$
\|N_\bullet(\text{Simp}(X))\| \xrightarrow{\|\eta_{\bullet, \bullet}\|} \|A_{\bullet, \bullet}(X)\| \xrightarrow{\|\epsilon_{\bullet, \bullet}\|} \|X_\bullet\|
$$

are weak equivalences. \hfill \Box

We can apply this construction to augmented semi-simplicial sheaves $\mathcal{F}_\bullet \to \mathcal{F}_{-1}$. One defines a sheaf $\text{Simp}(\mathcal{F}_\bullet)$ of categories, which take a test manifold $X$ to the category $\text{Simp}(\mathcal{F}_\bullet(X))$. This gives rise to the nerve $N_\bullet(\text{Simp}(\mathcal{F}_\bullet))$ which is again a sheaf of semi-simplicial (in fact, simplicial) sets, which assigns to a test manifold $X$ the semi-simplicial set $N_\bullet(\text{Simp}(\mathcal{F}_\bullet)(X))$. The augmentation $\epsilon_\bullet$ induces an augmentation $\delta_\bullet : N_\bullet(\text{Simp}(\mathcal{F}_\bullet)) \to \mathcal{F}$.

**Corollary A.0.28.** The augmentation map $\mathcal{F}_\bullet \to \mathcal{F}_{-1}$ is a weak equivalence if (and only if) the augmentation map $\delta_\bullet : N_\bullet(\text{Simp}(\mathcal{F}_\bullet)) \to \mathcal{F}_{-1}$ is a weak equivalence.

*Proof.* Using the construction of the proof of Lemma A.0.27, one defines a bi-semi-simplicial sheaf $A_{\bullet, \bullet}(\mathcal{F}_\bullet)$, which comes with augmentations to $N_\bullet(\text{Simp}(\mathcal{F}_\bullet))$ and $\mathcal{F}_\bullet$, such that the diagram

$$
\begin{array}{ccc}
A_{\bullet, \bullet}(\mathcal{F}_\bullet) & \xrightarrow{\eta_{\bullet, \bullet}} & N_\bullet(\text{Simp}(\mathcal{F}_\bullet)) \\
\downarrow \epsilon_{\bullet, \bullet} & & \downarrow \delta_\bullet \\
\mathcal{F}_\bullet & \xrightarrow{\epsilon_\bullet} & \mathcal{F}_{-1}
\end{array}
$$

commutes. The two maps out of $A_{\bullet, \bullet}(\mathcal{F}_\bullet)$ are weak equivalences. For the left vertical map, it is enough to show that for each $n$, the maps $A_{\bullet, \bullet}(\mathcal{F}_\bullet(\Delta^n)) \to \mathcal{F}_\bullet(\Delta^n)$ gives a weak equivalence after geometric realisation, which follows from Lemma A.0.27. The case of the upper horizontal map is dealt with similarly. \hfill \Box

Corollary A.0.28 reduces the proof of Theorem A.0.27 to the proof that the augmentation map $N_\bullet(\text{Simp}(\mathcal{F}_\bullet)) \to \mathcal{F}_{-1}$ is a weak equivalence. Now we apply Theorem 4.2 of MW07 to the sheaf $\text{Simp}(\mathcal{F}_\bullet)$ of categories. According to that theorem, the classifying space $B\text{Simp}(\mathcal{F}_\bullet)$ is weakly equivalent to the representing
Fix an uncountable set $\Omega$. An element in $\beta \text{Simp}(\mathcal{F}_\bullet)(X)$ is a tuple $(U, \varphi_*, \varphi_{*,*})$, where

1. $U = (U_i)_{i \in \Omega}$ is a locally finite open cover of $X$. For a finite $\emptyset \neq S \subset \Omega$, we let $U_S := \cap \in S U_i$; note that $U_S \subset U_R$ if $R \subset S$.
2. $\varphi_*$ assigns to each finite non-empty $S \subset \Omega$ a pair $(p_S, \xi_S)$, where $p_S \in \mathbb{N}_0$ and $\xi_S \in \mathcal{F}_{p_S}(U_S)$.
3. $\varphi_{*,*}$ assigns to each pair of finite non-empty sets $R \subset S \subset \Omega$ a morphism $\varphi_{R,S} : [p_S] \to [p_R]$ in $\Delta_{n|R}$ such that $(\varphi_{R,S} \xi_R)_{|U_S} = \xi_S$. It is required that $\varphi_{R,S} \circ \varphi_{S,T} = \varphi_{R,T}$ whenever $R \subset S \subset T$.

The images of the elements $\xi_S \in \mathcal{F}_{p_S}(U_S)$ under the augmentation map $\mathcal{F}_{p_S}(U_S) \to \mathcal{F}_{-1}(U_S)$ are compatible for varying values of $S$, by condition (iii). Hence they glue to an element of $\mathcal{F}_{-1}(X)$. This procedure defines a map

$$\beta \epsilon : \beta \text{Simp}(\mathcal{F}_\bullet) \to \mathcal{F}_{-1}$$

of sheaves. Theorem A.0.25 is shown once we can prove that $\beta \epsilon$ is a weak equivalence. Another preliminary result is necessary for the proof of Theorem A.0.25.

**Lemma A.0.29.** Let $\Omega$ be an uncountable set. Let $X$ be a finite-dimensional countable simplicial complex and let $\mathcal{U}^1, \mathcal{U}^2, \ldots$, be a sequence of open covers of the geometric realisation $|X|$, with $\mathcal{U}^i = (U_{(i,s)})_{s \in \Omega}$. Then there is an open cover $\mathcal{O} = (O_i)_{i \in \mathbb{N}}$ of $|X|$ and a function $\varphi = (\varphi_1, \varphi_2) : \mathbb{N} \to \mathbb{N} \times \Omega$ such that

1. For each $i \in \mathbb{N}$, $O_i \subset U_{\varphi(i)}$ and
2. if $O_i \cap O_j \neq \emptyset$, then $\varphi_1(i) \neq \varphi_1(j)$.

The cover $\mathcal{O}$ may be taken to be locally finite.

**Proof.** We first assume that $X$ is a finite complex, say of dimension $n$, and prove the statement by induction on $n$. The case $n = 0$ is trivial: cover $|X|$ by singletons. Assume that the statement is proven for all finite complexes of dimension $\leq n - 1$ and let $X$ be finite and $n$-dimensional. Without loss of generality, each simplex of $X$ is contained in one of the covering sets of the cover $\mathcal{U}^1$ (if not, take the barycentric subdivision of $X$ sufficiently often).

We now apply the inductive hypothesis to $|X|^{(n-1)}$ and the sequence $\mathcal{U}^1|_{|X|^{(n-1)}}, \mathcal{U}^2|_{|X|^{(n-1)}}, \ldots$ of open covers of $|X|^{(n-1)}$. The result is a locally finite open cover $\mathcal{O}' = (O'_i)_{i \in \mathbb{N}}$ of $|X|^{(n-1)}$ and a map $\varphi : \mathbb{N} \to \mathbb{N}_2 \times \Omega$ with the properties spelled out in the statement of the Lemma. There is an open subset $Z \subset |X|$ containing the $(n-1)$-skeleton $|X|^{(n-1)}$ and a retraction $r : Z \to |X|^{(n-1)}$. The sets

$$O_i := r^{-1}(O'_i) \cap U_{\varphi(i)}$$

are open in $|X|$, $\cup_i O_i$ contains $|X|^{(n-1)}$ and if $O_i \cap O_j$ is non-empty, then $\varphi_1(i) \neq \varphi_1(j)$. Now we add the finitely many open simplices $O_{i-1}, \ldots, O_{i-r}$ of $X$ to the family $(O_i)_{i \in \mathbb{N}}$, choose $\varphi_1(-i) = 1$ and $\varphi_2$ appropriately, and use a bijection $\mathbb{N}_{\geq r} \cong \mathbb{N}$ to reindex the open cover $(O_i)_{i \geq r}$ of $|X|$. This finishes the proof for finite $X$.

If $X$ is infinite, there is a sequence $|X_1| \subset Z_1 \subset |X_2| \subset Z_2 \subset \ldots \subset |X|$, such that $X_i$ is a finite subcomplex, the union of all $X_i$ is $X$ and $Z_i$ is open in $X$ and admits a retraction $r_i : Z_i \to |X_i|$. We apply the first part of the lemma to the
sequence $U^1|_{X_1}|, \ldots$ of open covers of $|X_1|$ and obtain a finite cover $O^1$ of $|X_1|$, with function $\varphi$. This involves only finitely many of the original open covers, say $U^1, \ldots, U^{m_1}$. Using the retraction $r_1$, we extend $O^1$ to a family of open sets in $|X|$ covering $|X_1|$, in the same way as in the first step of the proof.

Starting from the sequence $U^{n_1+1}, \ldots$, we construct a finite family of open sets covering $|X_2|$, which involves only the open covers $U^{n_2+1}, \ldots, U^{m_2}$. Continuing this way, we produce the open cover $O$ inductively.

**Proof of Theorem A.0.29** We use the criterion of Proposition 2.18 of [MW07] (quoted as Lemma 3.3.2) above to show that

$$\beta : \beta\operatorname{Simp}(F_\ast) \to F_{-1}$$

is a weak equivalence. In the case at hand, this amounts to the following. Let $X$ be a test manifold and let $A \subset X$ be a closed subset. Let $A \subset U$ be an open neighbourhood of $A$ and let $\zeta \in \beta\operatorname{Simp}(F_\ast)(U)$ and $\eta \in F_{-1}(X)$ be elements such that $\beta \zeta(\zeta) = \eta U \in F_{-1}(U)$. Then we can find a lift $\psi$ of $\eta$ along $\beta \zeta$ which coincides with $\zeta$ on a possibly smaller neighbourhood of $A$.

We choose an open set $V$ with $A \subset V \subset \bar{V} \subset U$ and let $Y := X \setminus \bar{V}$. Let $x \in Y$. By hypothesis (ii) of the Theorem, we can find a lift $\xi_x \in F_0(U)$ of $j_x^* \eta$. By the local section property (hypothesis (i) of the Theorem), we can extend $\xi_x$ to an element $\xi_x \in F_0(U_x)$, defined on an open neighbourhood of $x$. If $x \in U$, then the value at $x$ of the prescribed lift $\zeta$ of $\eta$ over $U$ involves, by the definition of the $\beta$-sheaf, a finite number of elements of $F_0(\ast)$, and by hypothesis (iii) of the Theorem, we can pick $\xi_x$ to be orthogonal to all these. This orthogonality relation then also holds over an open neighbourhood of $x$, by hypothesis (i) of Definition A.0.24. Hence we may assume that $\xi_x$ is orthogonal to all of these finitely many elements of $F_0(\ast)$. This produces, after the choice of an injective map $X \to \Omega$ and refinement of the cover, an open cover $U^i$ of $X$, together with prescribed lifts of $\eta$ to $F_0(U_{1,i})$, for each $i \in \Omega$.

Continuing in this fashion, we construct a sequence of locally finite open covers $U^i$ of $Y$, each indexed by $\Omega$, and for each set $U_{i,s}$ an element $\xi_{i,s} \in F_0(U_{i,s})$ which lifts $\eta|_{U_{i,s}}$. The following condition has to be satisfied: if $j < i$, then the restrictions of the elements $\xi_{i,s}$ and $\xi_{j,t}$ to the intersection $U_{i,s} \cap U_{j,t}$ are orthogonal. Moreover, the prescribed lift $\zeta$ of $\eta$ over $U$ involves locally finite collections of $0$-simplices of $F_0$, and we require that the restriction of $\xi_{i,s}$ to $U_{i,s} \cap U$ is orthogonal to all the vertices occurring in the lift $\zeta$. This is possible by the hypotheses of the theorem.

Next, we triangulate $Y$ and invoke Lemma A.0.29 to obtain a countable cover of $Y$ with the properties spelled out in that lemma. Using this, it is easy to construct a lift of $\eta$ which coincides over $V$ with $\zeta$. □
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