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- a ring homomorphism $F \rightarrow A$.
- Morphism of $F$-algebras: an $F$-linear morphism of rings. ("fixing $F$ pointwise" if you prefer)
- One can also speak of $R$-algebras for $R$ a ring. (the first definition does not work anymore)
- Lots of things also have more abstract (i.e. categorical) definitions, but this will not concern us here.
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3. Enough to check: some $F$-basis of some $R \subseteq E$ with $E=\operatorname{Quot}(R)$ is $L$-lin.ind.
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$$
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Eqv'ly: $E \cap F^{\text {alg }}=F$ and $E$ is separable ${ }^{1}$ over $F$. Eqv'ly: $E \otimes_{F} F^{\text {alg }}$ is a domain.

1. If $F \subseteq E$ is regular, every intermediate extension of $F$ is regular.
2. If $F \subseteq E \subseteq L$ and both are regular, so is $F \subseteq L$. (But: $F \subseteq F(T) \subseteq F\left(T^{1 / p}\right)$.)
3. If $F \vDash \mathrm{ACF}$, every extension of $F$ is regular.
4. If $E \supseteq F$ is regular and free from $L$ over $F$ then $E L \supseteq L$ is regular.
5. If $E$ and $L$ are free over $F$ and both regular, so is $E L$.
6. Let $\mathfrak{p}$ be a prime ideal of $F[\bar{X}]$. Then $\mathfrak{p} F^{\text {alg }}[\bar{X}]$ is prime if and only if Quot $(F[\bar{X}] / \mathfrak{p})$ is a regular extension of $F$. (Keep this in mind for later!)
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1. It is T1, but not Hausdorff. (except when $k$ is finite)
2. On $k^{1}$, it is the cofinite topology.
3. On $k^{2}$, it is not the product of the cofinite topologies on $k^{1}$ ! (except when $k$ is finite)
4. Between $k^{n}$ and $k^{m}$, polynomial maps are continuous (the converse is not true).
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1. A topological space is irreducible iff it is nonempty and, equivalently:
1.1 It is not the union of two proper closed sets. (need not be disjoint!)
1.2 Every nonempty open set is dense.
1.3 Every nonempty open set is connected. (in particular, the whole space is)
2. The only irreducible Hausdorff space has one point.
3. $S \subseteq X$ is irreducible iff $\bar{S}$ is, iff every $S \subseteq T \subseteq \bar{S}$ is.
4. Irreducibility is preserved by continuous images.
5. It pulls back along surjective open maps with irreducible fibers.
6. The irreducibile components of a space are its maximal irreducible subspaces.
7. They are closed, and each is contained in a connected component.
8. Each space is the union of its irreducible components.
9. But: irreducible components are allowed to meet. (steroids have side-effects)
10. If $X=X_{1} \cup \ldots \cup X_{n}$, each $X_{i}$ closed irreducible, and $X_{i} \nsubseteq X_{j}$, then the $X_{i}$ are the irreducible components of $X$.
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1. A space is Noetherian iff it has no infinite strictly descending chain of closed sets.
2. Noetherianity implies compactness and is preserved by continuous images.
3. But it passes to subspaces. (steroids again)
4. Important: Noetherian spaces have finitely many irreducible components.
5. In Noetherian spaces it is common to look at this notion of dimension : the maximum length $n$ of a chain of irreducible closed sets $\emptyset \neq S_{0} \subsetneq \ldots \subsetneq S_{n}$ (or $\infty$ if there is no maximum; in the spaces we look at it's going to be finite).
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7. This notion of dimension has these properties:
$7.1 Y \subseteq X \Longrightarrow \operatorname{dim} Y \leq \operatorname{dim} X$.
7.2 If $Y$ is closed, $X$ is irreducible, $Y \subseteq X$, and $\operatorname{dim} X=\operatorname{dim} Y$, then $Y=X$.
7.3 If $X=X_{1} \cup \ldots \cup X_{n}$, with the $X_{i}$ closed, then $\operatorname{dim} X=\max _{i} \operatorname{dim} X_{i}$.
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7. If $k \vDash \mathrm{ACF}$, by the Nullstellensatz prime ideals correspond to irreducible subsets.
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